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Liebe Leserinnen und Leser

Wertschopfung bleibt das Fundament unseres Wohlistands.

Die Wertschopfungstage 2023 haben Mal3stabe gesetzt. Nicht nur in ihrer thematischen Tiefe,
sondern in dem, was sie ausgelOst haben: einen echten Dialog - (iber Standortfaktoren, indust-
rielle Zukunft und Gber die Frage, wie wir in Europa kiinftig noch Wert schaffen wollen.

Der Zuspruch hat gezeigt: Es gibt ein Bediirfnis nach Orientierung, aber auch nach konkreten
Antworten. 2025 stellen wir diesen Anspruch erneut — mit neuer Scharfe, neuer Dringlichkeit
und einem klaren Fokus: ,Wertschopfung im Wandel - Strategien fiir Deutschland und Europa®“.

Denn die industrielle Basis, auf der unser Wohlstand ruht, ist nicht mehr selbstverstandlich. Zu
lange galt sie als gegeben - sie ist es nicht mehr. Wir stehen vor tektonischen Verschiebungen:
Digitalisierung, Kiinstliche Intelligenz, globale Machtverlagerungen und eine zunehmend an-
gespannte Sicherheitslage zwingen uns zur Neujustierung — wirtschaftlich wie gesellschaftlich.

Wertschopfung ist mehr als Bruttowertprodukt. Sie bedeutet Arbeitspldtze, Wettbewerbsfahig-
keit, Innovationskraft — aber auch Stabilitat, sozialer Ausgleich und ein Sttick politischer Sou-
veranitdt. Wo nicht mehr produziert wird, wird auf Dauer auch nicht mehr gestaltet. Und doch
beobachten wir eine gefdhrliche Dynamik: Der industrielle Kern schrumpft. Fachkrafte fehlen,
Genehmigungen verzdgern sich. Investitionen wandern ab - in Lander mit klareren Prioritaten
und mutigeren Entscheidungen.

All das ist bekannt — und doch bleibt die politische Antwort oft vage. Deshalb sprechen wir im
Rahmen dieser Ausgabe iber Themen und Losungen,wir wir dies gemeinsam verandern kon-
nen. Eine neue Produktionslogik, die Nachhaltigkeit nicht als Regulierung, sondern als Wett-
bewerbsvorteil begreift. Eine Industrie, die Technologie als Werkzeug nutzt — nicht als Ersatz fir
Denken.

Und ein Europa, das erkennt: Wertschopfung ist kein romantisches Relikt - sie ist der Schlissel
zur Resilienz.

Die Beitrdage in diesem Magazin zeigen Wege auf. Sie sind nicht einheitlich in ihrer Perspektive
— wohl aber in ihrer Ernsthaftigkeit.

Ich lade Sie herzlich ein, auf unserem Event in Berlin, den infpro Wertschépfungstagen vom 21.
bis 22. November 2025 mitzudenken, mitzudiskutieren — und mitzuwirken. Denn wer heute

handelt, gestaltet die Realitat von morgen.

lhr
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/KI mehr ist als Technologie.
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Deutschland steht am Beginn eines neuen in-
dustriellen Zeitalters - nicht mehr getrieben von
Dampf, Elektrizitdt oder Mikroprozessoren, son-
dern von physischer Kiinstlicher Intelligenz. Mit
dem Aufbau einer KI-Gigafabrik, die bis 2027
mehr als 100.000 Hochleistungs-GPUs umfassen
soll, entsteht die Infrastruktur fir eine Produk-
tionsrevolution. Geférdert von EU, Bundesregie-
rung und privaten Partnern, soll sie Unternehmen,
Start-ups und Forschungseinrichtungen Zugang
zu einer industriellen KI-Cloud bieten — dem digi-
talen Aquivalent zur Elektrifizierung der Fabriken
im 19. Jahrhundert.

Was bedeutet das fiir den Produktionsstandort
Deutschland? Die Antwort liegt in der Verbindung
von Kl und Robotik: Systeme, die nicht nur den-
ken, sondern handeln. Physische KI-Systeme tber-
nehmen Montage, optimieren Prozesse, lernen
autonom und steuern Maschinenparks intelligent.
Deutschland verfligt liber das Know-how und ein
starkes industrielles Fundament, doch droht den
Anschluss zu verlieren, wenn diese neuen Werk-
zeuge nicht breit verfiigbar gemacht werden.

Physische Kl ist keine Zukunftsvision mehr. Sie
beginnt dort, wo Algorithmen Greifarme steuern,
Cobots mit Menschen zusammenarbeiten und
Maschinen ihre Wartungsbedarfe eigenstdandig
erkennen. Sie ist da - bereit, die nichste Ara in-
dustrieller Wertschopfung zu pragen.

Die Europdische Kommission plant den Aufbau
von vier Kl-Gigafabriken mit einem Volumen
von 20 Milliarden Dollar, um gegentber den USA
und China aufzuholen. Doch Experten stellen die
Machbarkeit infrage - es fehlen Chips, geeignete
Standorte, Strom. Wahrend in Kalifornien huma-
noide Roboter entwickelt und in Asien staatlich
gefordert werden, findet die eigentliche Revoluti-
on in Deutschland statt — nur leiser. NEURA Robo-
tics etwa entwickelt nicht nur Maschinen, sondern
ein lernfahiges Betriebssystem fiir die Industrie:
das Neuraverse. Was wie Science-Fiction klingt,
ist real — und wird zur Schliisseltechnologie fiir die
Produktion von morgen.

Im Zentrum steht eine neue Idee: ,Das Netzwerk
fir Wertschépfende”. Ein Okosystem aus Her-
stellern, Entwicklern, Integratoren und Anwen-
dern, das nicht entlang klassischer Lieferketten

funktioniert, sondern entlang von Wissen, Fahig-
keiten und lernenden Systemen. Uber das Neu-
raverse teilen Roboter Skills, simulieren Ablaufe,
verbessern sich gegenseitig - und ermdglichen
eine Produktivitat, die nicht mehr allein von Men-
schenhand abhangt, sondern von kollektivem
technologischem Lernen. Der Roboter wird zum
Mitgestalter. Das Unternehmen zum Teil eines
Systems, das auf Daten, Erfahrung und Offenheit
basiert.

Um diesen Vorsprung zu halten und auszubauen,
braucht es Fokus auf vier Schliisselthemen: di-
gitale und physische Infrastruktur, intelligente
Robotik, Energieverfligbarkeit und souverdne
Datenraume. Keine Randthemen, sondern das
Fundament europaischer Wettbewerbsfahigkeit.

Die geplante Kl-Gigafabrik in Deutschland, be-
trieben von der Deutschen Telekom, kommt zur
rechten Zeit. Sie soll industrielle Anwendungen
in Bereichen wie Design, Engineering, Simulation,
digitale Zwillinge und Robotik massiv beschleuni-
gen.

Denn wahrend Asien auf intelligente Roboter als
Souveranitatstechnologie setzt und die USA Mil-
liarden in KI-Plattformen investieren, verliert Euro-
pa Zeit im regulatorischen Labyrinth.

Was fehlt, ist kein Kapital, sondern ein glaubwiir-
diger Plan. Eine Vision, die nicht um Risikovermei-
dung kreist, sondern um Zukunftsgewinne.

Ein solcher Plan beginnt nicht in Thinktanks,
sondern dort, wo reale Wertschopfung entsteht:
in Werkhallen, Fabriken, Laboren. Dort entsteht
derzeit ein technologisches Fundament, das die
kommenden Jahrzehnte pragen kénnte: Physical
Al. Gemeint ist eine KI, die nicht nur rechnet, son-
dern handelt - Roboter, die sehen, horen, greifen,
lernen. Systeme, die sich anpassen, kooperieren,
verbessern.

Das Entscheidende daran ist nicht die technische
Brillanz, sondern das neue Produktionsmodell:
vernetzt, lernfahig, skalierbar. NEURAs ,Netz-
werk flir Wertschopfende” ist kein Bild, sondern
ein betriebswirtschaftlich tragfahiges System:
Maschinen, Entwickler, Datenplattformen und
Mittelstand arbeiten gemeinsam an Effizienz und
Quialitat. Im Alltag. Im Schichtbetrieb.




Diese Entwicklung braucht politische Unterstuit-
zung: nicht nur Férderprogramme, sondern kluge
Rahmenbedingungen, Infrastrukturinvestitionen
und eine Haltung, die technologische Fiihrung
als Chance begreift. Europa hat Weltmarktfiihrer
hervorgebracht, wenn der Raum zum Wachsen da
war. Heute muss dieser Raum neu definiert wer-
den: mit Fokus auf Simulation, digitale Souverani-
tat, Energieverfligbarkeit und industrielle KI.

Was wir brauchen, ist ein neues Narrativ. Kein
Hype, sondern Wirklichkeit. Keine Roboter als
PR-Spektakel, sondern als Schliisselakteure eines
neuen industriellen Gleichgewichts. Europa kann
das — wenn es bereit ist, seine industrielle Identi-
tat nicht zu verwalten, sondern neu zu entwerfen.

+Physische Kl ist die Elektri-
zitat der Zukunft - sie wird
jede Maschine auf diesem
Planeten antreiben”.

David Reger, Grinder und CEO von NEU-
RA Robotics.

Wir haben gelernt, Maschinen als Werkzeuge zu
sehen. Prazise, aber nicht intelligent. Doch mit der
Verschmelzung von Kl und Robotik entstehen ko-
gnitive Maschinen: Sie nehmen wahr, lernen, ent-
scheiden - oft schneller als der Mensch.

Schon heute optimieren Roboter mit digitalem
Gedachtnis selbststandig Montageplane, erken-
nen Abweichungen und korrigieren ohne Eingriff.
Plattformen wie das Neuraverse oder NVIDIA Cos-
mos verbinden Tausende Maschinen zu einem
operativen Nervensystem der Produktion.

Die Integration von Kl in mechanische Systeme
verandert die industrielle Wertschépfung grund-
legend. Physische Kl wird zur Basistechnologie des

21. Jahrhunderts. Ihr Einfluss reicht von Produkti-
on Uber Logistik bis Bau und Pflege - vergleichbar
mit der Elektrifizierung ab dem 19. Jahrhundert.
KI wird Maschinen nicht nur steuern, sondern be-
fahigen: zum Lernen, Anpassen, Kooperieren. Da-
raus entstehen neue Paradigmen: kollaborative
Robotik, adaptive Fertigung, autonome Wartung.

Jensen Huang, Mitgriinder und CEO von NVIDIA,
gilt als eine der pragendsten Personlichkeiten der
globalen Chip- und Kl-Industrie. Er spricht von
einer industriellen Zeitenwende. Physical Al ist fur
ihn das Fundament eines Marktes von 50 Billionen
US-Dollar: Produktion, Logistik, Automatisierung.
Nicht Software allein, sondern eine neue indust-
rielle Intelligenz, die auf dem Hallenboden statt-
findet.

Die Erfahrungen mit Plattformstrategien, digita-
len Zwillingen, generativer Kl und physikbasierter
Simulation zeigen: KI-Modelle wie Isaac GROOT
oder Cosmos flihren zu einem neuen Systemni-
veau. Maschinen werden trainiert, nicht program-
miert. Diese industrielle Intelligenz markiert eine
technologische Revolution mit historischen Paral-
lelen zur Elektrifizierung. Damals wie heute reicht
die Wirkung weit Uiber die Technik hinaus.

Die Rolle der Kl verdandert sich: Von der Zusatz-
funktion zur Denkarchitektur. Moderne KI-Mo-
delle interpretieren Sensorik, planen Handlungen,
lernen aus Feedback. Sie ersetzen Skripte durch
Lernprozesse.

Physical Al ist nicht billiger, aber schlauer. Und in
einem Land mit Fachkrdaftemangel, hohen Ener-
giekosten und Qualitatsanspruch wie Deutsch-
land konnte genau das entscheidend sein.

Jensen Huang bringt es auf den Punkt: ,Im Kl-Zeit-
alter braucht jeder Hersteller zwei Fabriken: eine
flr Produkte, eine fiir deren Intelligenz.”

Timotheus Hottges, CEO der Deutschen Telekom,
sagt: ,Europas technologische Zukunft braucht
einen Sprint, keinen Spaziergang. Wir missen KI-
Chancen jetzt nutzen, die Industrie revolutionie-
ren und Innovation beschleunigen.”

NEURA Robotics will mithilfe leistungsfahiger Re-
chenressourcen in seinen Trainingszentren neue
Standards fiir kognitive Robotik setzen. Das Neu-



raverse ist ein vernetztes Robotik-Okosystem, in
dem Maschinen voneinander lernen - auch fiir
Haushaltsanwendungen. Wie ein App-Store fir
Roboter-Skills: Schweil3en, Montieren, Biligeln als
Softwareanwendung.

Physische Kl wird kein Add-on sein, sondern Teil
der DNA kiinftiger Maschinen. Wer friih in Infra-
struktur, Standards und Qualifizierung investiert,
sichert sich Souveranitat. Projekte wie die KI-Giga-
fabrik sind Voraussetzung dafiir, dass Europa nicht
nur Nutzer, sondern Gestalter bleibt.

Die industrielle KI-Cloud soll Unternehmen, Start-
ups und Forschungseinrichtungen Zugang zu
massiver Rechenleistung geben. Ein digitaler Ma-
schinenraum fiir neue Wertschépfung. Doch Re-
chenzentren allein machen keine Industriepolitik.

Es mangelt nicht an Technologie, sondern an poli-

The European Commission is raising $20 billion to
construct four ,Al gigafactories” as part of Europe’s
strategy to catch up with the U.S. and China on ar-
tificial intelligence, but some industry experts ques-
tion whether it makes sense to build them. The plan
for the large public access data centres, unveiled by
European Commission President Ursula von der Ley-
en last month, will face challenges ranging from ob-
taining chips to finding suitable sites and electricity.
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tischen Voraussetzungen: schnelle Genehmigun-
gen, steuerliche Anreize, Investitionssicherheit
und eine klare Strategie fiir autonome Produk-
tionssysteme.

Physische Kl ist der Hebel flr die Produktion der ;’g;snﬁﬁi
Zukunft. Doch solange Deutschland Fachkrafte \ ROBOT

bremst statt bildet und Kl als Risiko statt Chance
sieht, bleibt das Potenzial ungenutzt.

Was es jetzt braucht, ist eine Industrieagenda fiir
das Zeitalter der lernenden Maschinen. Physische
Kl verandert nicht nur Fabriken - sie verlangt poli-
tischen Wandel.

Deutschland steht vor massiven Herausforderun-
gen: Fachkraftemangel, hohe Energiekosten, ein
langsames Genehmigungssystem. Gleichzeitig
verfligt es Uber starke Industrie, exzellente For-
schung und Innovationskraft. Genau hier kann
physische Kl ansetzen: als Losung fir Effizienz,
Produktivitat und Wettbewerbsfahigkeit. Europa
hat die Chance, weltweit zu punkten - mit einem
intelligenten Industriedkosystem, das nicht nur
auf Technik, sondern auf lernende Systeme, ver-
netzte Infrastrukturen und digitale Souveranitat
setzt. Jetzt ist die Zeit, diesen technologischen
Vorteil strategisch auszubauen - bevor andere es
tun.

Wahrend in Kalifornien humanoide Roboter ange-
kiindigt und in Asien staatlich geférdert werden,
passiert die eigentliche technologische Revolu-
tion in Deutschland - nur leiser. Der Robotikpio-
nier NEURA Robotics etwa entwickelt nicht nur
Maschinen, sondern ein lernfahiges Betriebssys-
tem fur die Industrie: das Neuraverse. Was wie Sci-




ence-Fiction klingt, ist bereits Realitdt — und wird
zur Schlisseltechnologie fiir die Wertschopfung
von morgen.

Das Netzwerk fiir Wertschépfende

Im Zentrum der industriellen Transformation steht
eine neue ldee: das ,Netzwerk fir Wertschop-

TU Chemnitz, Partner aus der Industrie und For-
derprogramme der offentlichen Hand treiben
die Entwicklung voran. Modelle wie MAIRA oder
LARA kommen bereits in deutschen Fertigungs-
betrieben zum Einsatz.

Bereich

Praktische Schulung

Professionelle Weiterbildung & Forschung

Marktraife Systeme & Robotikfirmen

Physical Al und kognitive Robotik sind bereits heute nicht nur Forschung, sondern aktive Praxis und
Qualifizierung. Im Produktions-, Logistik- oder Servicebereich konnen Unternehmen und Fachkrafte sich

somit schon jetzt positionieren — und sich fit fir eine denkende” Industrie 2030 machen.

Anbieter [ Angebot

Training)

College

MEURA/MVIDIA (Trainingszentrum), NobleProg (Physical Al-

Fraunhofer, RIG/DFKI, Universitaten, Skillsoft, George Brown

MEURA, SAP-Coop, Figure Al, Agility, Boston Dynamics etc.

fende”. Es ersetzt klassische, linear organisierte
Lieferketten durch ein dynamisches Okosystem
aus Herstellern, Entwicklern, Integratoren und
Anwendern - vernetzt nicht Gber Ware, sondern
Uber Wissen, Fahigkeiten und lernfdhige Systeme.
Es ist eine industrielle Antwort auf die digitale
Echtzeitwelt: schnell, adaptiv, kollaborativ.

Ein praktisches Beispiel flir diese neue Logik ist
das Neuraverse, initilert vom deutschen Unter-
nehmen NEURA Robotics. Die Plattform funktio-
niert wie ein industrieller Marktplatz und zugleich
wie ein Lernraum fiir Maschinen. Roboter teilen
dort ihre Fahigkeiten — sogenannte ,Skills” -, si-
mulieren neue Abldufe, optimieren sich gegen-
seitig und entwickeln gemeinsam mit Menschen
kontinuierlich neue Lésungen. So entsteht ein le-
bendiges System der Verbesserung, in dem jede
neue Anwendung die nachste ermdglicht.

Deutschland ist dabei nicht nur Standort, sondern
Taktgeber. Das Zentrum des Neuraverse liegt in
Metzingen - Forschungseinrichtungen wie die

Und auch international wachst das Netzwerk:
Partner in den USA, Asien und dem Nahen Osten
nutzen die Plattform, um Automatisierungsldsun-
gen gemeinsam zu entwickeln, zu testen und zu
skalieren.

Der Unterschied zu herkdmmlichen Produktions-
systemen liegt in der Architektur. Wahrend klassi-
sche Industrie auf proprietare Technik, starre Pro-
zesse und lokal isolierte Kompetenz setzt, ist das
Neuraverse modular, offen und global anschluss-
fahig. Skills sind nicht an einen Hersteller gebun-
den, sondern plattformibergreifend nutzbar. Der
Roboter in Miinchen kann dieselbe Schweil3tech-
nik anwenden wie sein Pendant in Bangalore -
und beide lernen dabei voneinander.



Das ,Netzwerk fiir Wertschopfende” ist damit
mehr als ein technologisches Projekt — es ist ein
Paradigmenwechsel. Es definiert Wertschdpfung
nicht mehr tber das Produkt allein, sondern Gber
die Fahigkeit, Wissen zu mobilisieren, Fahigkeiten
zu teilen und Systeme intelligent weiterzuentwi-
ckeln. In einer Zeit, in der Fachkrafte knapp und
Markte volatil sind, ist das nicht nur eine techni-
sche, sondern eine strategische Antwort: Wert-
schopfung durch Verkniipfung.

Und es ist eine Chance - flir Deutschland, Europa
und all jene, die nicht nur von der nachsten indus-
triellen Revolution sprechen wollen, sondern sie
gestalten.

Diese Entwicklung verdient politische Riickende-
ckung. Nicht nur in Form von Forderprogrammen,
sondern durch kluge Rahmenbedingungen, ge-
zielte Infrastrukturinvestitionen und eine &ffent-
liche Haltung, die technologische Fiihrerschaft
nicht als Bedrohung, sondern als Chance begreift.

Europa hat in der Vergangenheit gezeigt, dass es
Weltmarktfuhrer hervorbringen kann, wenn der
Raum zum Wachsen stimmt. Heute geht es dar-
um, diesen Raum neu zu definieren — mit Fokus
auf Simulationsplattformen, digitaler Souverani-
tat, resilienter Energieversorgung und industriel-
ler Anwendung von Kl. Physische KI wird nicht
blof3 eine zusatzliche Technologie sein - sie wird
Teil der DNA zukinftiger Maschinen und Syste-
me. Staaten und Unternehmen, die frihzeitig in
Infrastruktur, Standards und Qualifizierung in-
vestieren, sichern sich Wettbewerbsvorteile und
Souverdnitat. Projekte wie die KI-Gigafabrik sind
strategische Voraussetzung dafiir, dass Europa
hier nicht nur Nutzer, sondern Gestalter bleibt.

Vom

Maschinenraum
zur Denkfabrik

Europas Industrie erfindet sich neu

Supercomputer, Roboter, Simulations-

plattformen - Europas physische Kl-Infrastnktur
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EUROPAS
EXASCALE-
INFRASTRUKTUR




JUPITER und die KI-Agenten der neuen Produktion.
Wie Europas Exascale-Infrastruktur die Zukunft generativer Ki

gestaltet.

James McCallen, KI-Experte, Mitglied im infpro KI-Gremium

Mit dem Exascale-Supercomputer JUPITER ent-
steht in Julich eine Infrastruktur, die nicht nur
wissenschaftliche GroBsimulationen ermdglicht,
sondern auch das Training und den Betrieb ge-
nerativer Kl auf hochstem Niveau erlaubt. Der
folgende Beitrag zeigt, wie JUPITER zur Keimzelle
eines européaischen KI-Okosystems werden kann,
das auf technologische Souveranitat, industriel-
le Anwendung und nachhaltige Wertschépfung
zielt. Im Zentrum stehen KI-Agenten der nachsten
Generation - Systeme, die selbststandig handeln,
lernen und Produktionsprozesse in Echtzeit steu-
ern kdnnen.

Rechenmacht als Voraussetzung fiir resiliente
Produktion

Die Industrie steht vor einem Paradigmenwech-
sel: Klassische Automatisierungssysteme kdénnen
mit der Komplexitdt globaler Wertschépfung
kaum noch Schritt halten. Die Zukunft gehort
agentenbasierten Systemen, die selbststandig
planen, steuern und auf unvorhergesehene Ereig-
nisse reagieren. Doch diese Systeme bendtigen
KI-Modelle, die nicht nur trainiert, sondern konti-
nuierlich weiterentwickelt werden - auf Basis von
realen Produktionsdaten.

Genau hier setzt JUPITER an. Mit mehr als 90
ExaFLOPS Rechenleistung in 8-Bit-Prazision
schafft das System die Voraussetzung fir die
nachste Generation generativer KI. Und das ist
mehr als ein Superlativ: Es ist die Basis fiir eine
neue Art der Produktion, in der Maschinen nicht
mehr blo3 Werkzeuge sind, sondern adaptive Ak-
teure im Prozess.

Europadische KI-Fabrik statt Datenkolonie
JUPITER ist nicht nur Rechentechnik, sondern Stra-

tegie. Die Architektur wurde von Anfang an aufin-
dustrielle Bedarfe hin konzipiert: Das GPU-Boos-

ter-Modul mit Gber 24.000 Grace-Hopper-Chips
ist spezialisiert auf Kl-Training. Das ARM-Clus-
ter-Modul sorgt fiir datenintensive Analyse- und
Simulationsanwendungen. Und die modulare,
energieeffiziente Bauweise mit Warmwasserkih-
lung ist zukunftsweisend.

So entsteht eine europaische Alternative zur Kl-In-
frastruktur der USA. Nicht als Reaktion, sondern
als strategischer Vorgriff: Wer in Europa GAI-Mo-
delle entwickeln, trainieren und einsetzen will -
DSGVO-konform, offen und nachhaltig - findet in
Julich ein neues Zentrum der Rechenhoheit.

Kl-Agenten als operative Intelligenz in der Pro-
duktion

Generative Kl ist mehr als ein Textgenerator. In der
Industrie wird sie zur operativen Intelligenz: KI-
Agenten entwickeln Fertigungsplane, reagieren
auf Maschinenzustande, erkennen Materialab-
weichungen oder optimieren Energieverbrauche.
Sie arbeiten kontextsensitiv, lernend und zuneh-
mend autonom.

Diese Agenten bendtigen leistungsfahige Mo-
delle — und diese wiederum benétigen JUPITER.
Denn nur mit einer Exascale-Infrastruktur lassen
sich digitale Zwillinge, Inferenzsysteme und Trai-
ningsprozesse in einem dynamischen Kreislauf
betreiben. Produktion wird dadurch nicht nur effi-
zienter, sondern resilienter.

Souveranitat, Nachhaltigkeit und industrielle
Zukunft

Mit JUPITER demonstriert Europa, dass digitale
Souveranitdt nicht allein durch Regulierung ent-
steht, sondern durch Gestaltungsmacht. Wer ei-
gene Modelle trainiert, kontrolliert auch die Wert-
schopfungsketten der Zukunft. Gleichzeitig setzt
JUPITER MaBstébe in der Energieeffizienz: Uber 60
Milliarden Rechenoperationen pro Watt, gekop-




pelt mit intelligenter Abwarmenutzung, zeigen,
dass Hochleistung nicht mit Verschwendung ein-
hergehen muss.

JUPITER ist mehr als ein Supercomputer: Er ist ein
technologisches Versprechen fiir eine neue Pro-
duktionswelt. Eine Welt, in der KI-Agenten eigen-
standig entscheiden, digitale Zwillinge in Echtzeit
lernen und Wertschopfung dynamisch organisiert
wird. Wer in Europa Uiber die Zukunft der Industrie
spricht, wird an Jiilich nicht vorbeikommen.

Ein Supercomputer wie kein anderer

Wenn man die Luftstromungen Uber jeden Quad-
ratmeter der Erde in Echtzeit simulieren will - von
den Gipfeln des Himalayas bis zur Strdmung tber
der Antarktis - dann braucht man ein Rechen-
modell, das mehr als drei Billionen Gitterpunkte
gleichzeitig verarbeiten kann. Anders gesagt: Man
braucht einen Rechner, der nicht einfach nur grof3,
sondern jenseits des Vorstellbaren leistungsfahig
ist.

Genau das ist JUPITER - Europas erster Exascale-
Supercomputer. Das System steht im Forschungs-
zentrum Jilich, eine knappe Autostunde von
Bonn entfernt, und ist seit Juni 2025 nahezu voll-
standig in Betrieb. Erste wissenschaftliche Projek-
te laufen bereits auf seinen Prozessoren. In der
aktuellen TOP500-Weltrangliste rangiert JUPITER
auf Platz 4 — und ist damit in der obersten Liga der
globalen Rechenzentren angekommen.

Was steckt drin?

Technologisch ist JUPITER ein Meisterwerk euro-
paischer Ingenieurskunst:

« Ein sogenanntes Booster-Modul mit
rund 5.900 Hochleistungs-Rechenkno-
ten, ausgestattet mit Gber 24.000 Nvidia
Grace-Hopper-Chips — optimiert fir Kl-
und Deep-Learning-Anwendungen.

« Ein zusatzliches Cluster-Modul mit
1.300 Rechenknoten auf ARM-Basis, zu-
standig fir allgemeine Datenverarbei-
tung.

+ Alles verbunden Uber ein ultraschnel-
les InfiniBand NDR-Netzwerk, das Mil-
liarden Datenpakete in Sekundenbruch-
teilen transportieren kann.

Doch der eigentliche Quantensprung liegt nicht
nur in der Geschwindigkeit, sondern in der Skalie-
rung: Solch ein System kann komplexe physikali-
sche Phanomene in nie dagewesener Detailtiefe
modellieren — etwa Wettersysteme, molekulare
Reaktionen oder neuronale Netzwerke.

Auch an der TU llmenau profitieren Forschen-
de von der neuen Rechenmacht. Physiker Jorg
Schumacher analysiert mit Hilfe von JUPITER die
komplexe Bewegung thermischer Plumes - hei3e
Strome, wie man sie in Gewitterwolken oder auf
der Sonnenoberflache findet. Die Simulationen
zeigen: Selbst in scheinbar chaotischen Struktu-
ren entstehen geordnete Muster — ein Geheimnis,
das erst durch Supercomputing sichtbar wird.

Mehr als Geschwindigkeit: Energie zahlt

Ein Exascale-System verbraucht enorme Mengen
an Energie - JUPITER kommt bei voller Auslas-
tung auf rund 17 Megawatt. Um diese Leistung
nachhaltig zu betreiben, wurde ein innovatives
Energiekonzept entwickelt: Kiihlwasser wird aus
der nahegelegenen Rur entnommen, das System
nutzt Uberschiissige Warme zur Beheizung der
Campus-Gebaude im Winter.

Schon der Prototyp JEDI fiihrte 2024 die weltweite
GREEN500-Liste der energieeffizientesten Super-
computer an. JUPITER selbst belegt Platz 21 — mit
der Aussicht auf weitere Effizienzgewinne. Laut
Lippert ist JUPITER bereits der energieeffizientes-
te Rechner unter den fiinf leistungsstarksten Sys-
temen weltweit: Uber 60 Milliarden Rechenopera-
tionen pro Watt sind derzeit moglich.

Europas Commitment zur Rechenhoheit

Die Geschichte von JUPITER begann 2018 mit der
Grindung der EuroHPC-Initiative. Damals schien
der Vorsprung der USA - mit Systemen wie Fron-
tier und El Capitan - uneinholbar. Doch mit JU-
PITER demonstriert Europa nun technologisches
Selbstbewusstsein. Weitere Systeme sind geplant:
Etwa der Supercomputer Alice Recoque in Frank-
reich, der 2026 ans Netz gehen soll - zum Preis
von rund 544 Millionen Euro.

Was Forschende wie Hadade besonders freut,
ist der niedrigschwellige Zugang zu dieser Infra-
struktur: ,Entscheidend ist nicht nur das Ranking,



sondern dass man tatsachlich mit solchen Syste-
men arbeiten kann”, sagt er. JUPITER sei ein Be-
leg dafiir, dass Europa das Thema Hochleistungs-
rechnen strategisch ernst nimmt - als Grundlage
fir Innovation, Kl-Souveranitat und nachhaltige
Wissenschaft.

JUPITER ist kein Symbol, sondern eine strategische
Infrastrukturentscheidung. Unternehmen, die auf
KI, Materialforschung, Simulation oder digitale
Zwillinge setzen, sollten sich friihzeitig mit den
Méoglichkeiten solcher Systeme vertraut machen.
Denn wer heute die Rechenressourcen versteht,
gestaltet morgen die Wertschopfung.

90 ExaFLOPS in 8-Bit-Prazision bedeuten 90
Trillionen Rechenoperationen pro Sekunde -
genauer: 90 x 10" Floating Point Operations
per Second.

Zum Vergleich: Ein moderner Laptop erreicht
etwa 1 TeraFLOP (10"). Der neue JUPITER-Exa-
scale-Supercomputer in Jilich schafft 1 ExaFLOP
in 64-Bit, was fur wissenschaftliche Simulationen
notig ist. 90 ExaFLOPS in 8-Bit sind keine aka-
demische Zahl, sondern die Rechengrundlage
moderner Kl-Systeme - etwa fiir das Training
groBBer Sprachmodelle oder den Betrieb ganzer
KI-Agenten-Netzwerke in Echtzeit.

Was bedeutet das fiir die Produktion?
Mit dieser Rechenleistung konnen adaptive KiI-
Agenten entstehen, die nicht mehr blof3 pro-
grammierte Werkzeuge sind, sondern:

Autonom Entscheidungen treffen - in der
Linie, am Roboter, in der Wartung.

Sich selbst optimieren - in Echtzeit, je nach
Produkt, Umgebung oder Stérung.

Lernen im Prozess — aus Daten, Fehlern, Um-
weltveranderungen.

Zusammenarbeiten - im Schwarm mit anderen
Maschinen oder digitalen Zwillingen.

Stellen Sie sich eine hochkomplexe Fertigungs-
stral3e vor, etwa fur individualisierte E-Fahrzeu-
ge. Jeder Roboter, jede Anlage, jede Logistikein-
heit ist Gber ein neuronales Netz verbunden, das
auf dieser Rechenbasis operiert. Wird das Design
eines Moduls geandert, erkennt die Kl das, plant
die Prozesskette um, bestellt just-in-time neue
Komponenten und passt das Verhalten der Ma-
schinen an - ohne menschliche Programmie-
rung.

Wenn ein System mit 90 ExaFLOPS lauft, kann
es z. B.: Milliarden Parameter eines KI-Modells in
Sekunden aktualisieren, tausende Simulations-
varianten gleichzeitig berechnen, oder Sensor-,
Kamera- und Prozessdaten aus 1.000 Anlagen
parallel analysieren und daraus Handlungsemp-
fehlungen ableiten - alles nahezu in Echtzeit.

Ein Beispiel:

Ein KI-Agent erkennt anhand von Vibration und
Hitze, dass ein Spindelmotor bald ausfallt - be-
vor der Mensch Uberhaupt einen Anstieg im
Stromverbrauch sehen wiirde. Statt den Fehler
zu melden, organisiert der Agent selbststandig
die Ersatzteilbestellung, die Umleitung des Auf-
trags und die Wartung - in Millisekunden.

90 ExaFLOPS in 8-Bit sind extrem schnell — das
gehort zur absoluten Weltspitze der KI-beschleu-
nigten Systeme. Fur generative Kl (etwa GPT-4,
Gemini, Claude) ist 8-Bit die entscheidende Gro-
Be, da sie sparsamer, schneller und effizienter ist.




Ein Tag im Supercomputer JUPITER -
Wo Europas kltgste Kl trainiert.

Von unserem Redaktionsbiiro im Forschungszen-
trum Jiilich Im Juli 2026 liegt die AulSentemperatur
liber Nordrhein-Westfalen bei 28 Grad. Im Innern
des JUPITER-Rechenzentrums, Europas erstem Exa-
scale-Supercomputer, bleibt es stabil bei 16 °C. Kein
Ort in Europa denkt schneller — und kiilter. Hier wird
an nichts Geringerem gearbeitet als an der Zukunft
autonomer kiinstlicher Intelligenz. An diesem Diens-
tag beginnt ein weiterer Trainingszyklus ftir CORTEX-
X, eine neue Generation strategischer AAl (Autono-
mous Artificial Intelligence), die weit liber klassische
Modelle hinausgeht.

Was friiher in Rechenclustern fiir Sprachmodelle ab-
lief, wird heute mit Industrie-, Robotik- und Steuer-
daten unterfiittert — und das unter Bedingungen, die
eher an ein Atomkraftwerk als an ein Rechenzent-
rum erinnern.

06:00 Uhr - Der Zugang zur Kilte
Der Tag beginnt im Schatten des Exascale-Rech-
ners JUPITER, betrieben vom Forschungszentrum
Julich. Rund 22.000 Quadratmeter umfasst die
Rechenflache, verteilt auf mehrere Sicherheitszo-
nen. Die Serverracks laufen mit Flissigkeitskih-
lung, Temperatur im CPU-Kern: ca. 45 °C - kon-
stant gehalten durch einen Umlauf von Wasser
und Glykol. Die Umgebungsluft: 16 °C, unter Voll-
last bewegt die Anlage bis zu 2,5 Mio. m* Luft pro
Stunde. Ohne permanente Kihlung wiirde die
Anlage innerhalb von Minuten uberhitzen.

JUPITER verbraucht im Trainingsbetrieb rund 9
Megawatt — etwa so viel wie 9.000 Haushalte. Ein
Teil der Abwarme wird bereits fiir die Campusver-
sorgung riickgewonnen.

07:00 Uhr -
Agenten

Die Kl, intern unter dem Namen CORTEX-X ge-
fuhrt, wird auf Gber 12.000 GPU-Knoten geladen.
Ziel des heutigen Trainings: Entwicklung proakti-
ver, risikoadaptiver Entscheidungsstrukturen fir
autonom gesteuerte Fertigungsumgebungen.
Grundlage sind:

Initialisierung des

+ 1,3 Petabyte Produktionsdaten, synthe-
tisch und real

« CAD-Dateien, Sensorfeeds, Fehlerproto-
kolle

+ Simulationen sozialer und wirtschaftlicher
Entscheidungskonflikte

Der Unterschied zu friiheren Systemen: CORTEX-
X agiert nicht mehr reaktiv, sondern entwickelt
eigene Handlungsstrategien, validiert diese simu-
lativ und passt sie in Echtzeit an.

09:00 Uhr - Lernen unter Volllast
Innerhalb der ersten beiden Stunden durchlauft
die Kl rund 2 Milliarden Parameterupdates. Die
Lernrate ist adaptiv, das Modell erkennt unsiche-
re Zonen und fragt gezielt nach Kontextinforma-
tionen. Es simuliert Produktionslinien, reagiert
auf Materialengpdsse, schlagt Alternativrouten
flr Lieferketten vor - inklusive energetischer und
o0konomischer Bewertung.

CORTEX-X ist nicht auf Output programmiert,
sondern auf Reflexion und Selbstkorrektur. Das
Trainingsumfeld folgt dem Prinzip des Reinforce-
ment Learning, erganzt durch selbstiiberwachtes
Lernen und multimodale Integration (Text, Bild,
Audio, Maschinendaten).

12:00 Uhr - Kantinenpause fiir Men-
schen

Im Bistro wird serviert — drinnen Curry, drauflen
Sonnenschein. Nur die Kl bleibt unbeeindruckt.
Sie verarbeitet weiterhin Input mit iber 3,8 Petaf-
lops pro Sekunde. Parallel lauft eine Spiegelung
des Modells in einem digitalen Zwilling: einer
vollstandig simulierten Industrielandschaft. COR-
TEX-X testet dort neue Steuermechanismen, Ver-
handlungssysteme mit Zulieferern und flexible
Schichtmodelle - vollig autonom.

15:00 Uhr - Realitatssimulation

Die KI wechselt in den Simulationsmodus. Ma-
schinen fallen aus, Auftrage werden storniert,
Fachkrafte melden sich krank. Wie reagiert ein
autonomes System auf Echtzeitstérungen? Die
Antwort: Mit verbliiffender Robustheit. Uber 92 %
der Simulationen werden erfolgreich kompensiert
- teils durch Umverteilung, teils durch vorsorgli-
che Umbuchungen oder praventive Wartungs-
empfehlungen.



AAl AGENTS
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AAl-Agenten-Team - Beispielgruppe ,AetherCore”

Strategos (Leitender Planungs-Agent)
Aufgabe: Langfristige Planung, Zieldefinition und Koordination anderer Agenten.
Fahigkeiten: Szenarioanalyse, Entscheidungsmatrix, Priorisierung.

Analytika (Datenanalyse-Agent)
Aufgabe: Verarbeitung groRer Datenmengen, Erkennen von Mustern, Bereitstellung fundierter Berichte.
Fahigkeiten: Statistische Modellierung, maschinelles Lernen, Data Mining.

Linguos (Kommunikations-Agent)
Aufgabe: Natiirliche Sprachverarbeitung, Ubersetzung, Textgenerierung.
Fahigkeiten: Textverstandnis, semantische Suche, mehrsprachige Kommunikation.

Sentinel (Sicherheits-Agent)
Aufgabe: Erkennung und Abwehr von Bedrohungen, Zugriffskontrolle, ethisches Monitoring.
Fahigkeiten: Intrusion Detection, Verhaltensanalyse, Compliance.

Visura (Bild- und Medien-KI)
Aufgabe: Bilderkennung, -bearbeitung und -erstellung.
Fahigkeiten: Objekterkennung, Style Transfer, Fotogenerierung.

Dexter (Handlungs-/Robotic-Agent)
Aufgabe: Durchfiihrung physischer oder virtueller Aufgaben (z. B. Prozessautomatisierung, Robotik).
Fahigkeiten: APl-Interaktion, Steuerungssysteme, Automatisierungsskripte.

Scout (Web-Recherche-Agent)
Aufgabe: Durchsuchen des Internets nach aktuellen Informationen.
Fahigkeiten: Crawler, Datenaggregation, Aktualitatsfilter.

Artificial Agent Intelligence (AAI)

AAl steht oft fir eine neue Generation von kiinstlich intelligenten Agenten, die autonom handeln, lernen, kommunizieren
und Entscheidungen treffen - z. B. in der Produktion, Logistik oder Verwaltung. In smarten Fabriken Gbernimmt AAI Aufga-
ben wie vorausschauende Wartung, adaptive Steuerung oder Prozessoptimierung — ohne menschliches Eingreifen.




Diese Art des Lernens ist keine Optimierung mehr,
sondern strategische Zukunftsplanung im Ma-
schinenraum.

17:30 Uhr - Abkiihlen, komprimieren,
reflektieren

Zum Tagesende wird der Energiebedarf nochmals
gemessen: JUPITER erreicht seinen Tagespeak bei
9,3 Megawatt. CORTEX-X wird heruntergefahren,
die Daten archiviert, die besten Lernzyklen ge-
sichert, Schwachstellen fiir den nachsten Zyklus
markiert.

Die Forscher ziehen Bilanz: CORTEX-X hat heute
nicht nur gelernt, effizienter zu produzieren — son-
dern auch, wie man Entscheidungsraume erkennt,
abwagt und strategisch priorisiert. Ein Schritt in
Richtung echter industrieller Autonomie.

Wie AAI-Agent CORTEX-X die industrielle Pro-
duktion verandert

Standort: Werkhalle 4, Industriepark Rhein-
Ruhr, 11. August 2026

Drauf3en rohren noch Gabelstapler, drinnen lauft
es bereits flisterleise autonom. In Werkhalle 4, ei-
nem Testbetrieb des Industriepartners NEOTECH
Systems, hat der frisch trainierte Agent CORTEX-X
heute die Produktionsverantwortung libernom-
men - vollstandig digital integriert in eine ver-
kettete Fertigungslinie fliir mechatronische Bau-
gruppen. Die Menschen sind nicht ausgeschaltet,
aber entlastet. Die Maschinen héren auf eine neue
Logik: eine, die denkt, plant, entscheidet.

Ein neues Betriebssystem fiir Maschinenintelli-
genz

CORTEX-X ist nicht einfach ein Ubertrainiertes
Sprachmodell - es ist ein autonomer Agent mit
Entscheidungsgewalt. Uber digitale Schnittstellen
ist er direkt mit den Steuerungen (SPS), MES- und
ERP-Systemen verbunden. Seine Architektur er-
laubt:

+ Echtzeitiiberwachung von Produk-

tionsparametern

« Dynamische Ressourcenplanung auf

Taktzeitebene

+ Praventive Wartungslogik durch sen-

sorbasiertes Monitoring

. Autonome Eskalationsstufen bei Qua-
litatsabweichungen

Der Agent ersetzt nicht den Menschen - aber er
Ubernimmt operative Entscheidungen, die friiher
in der Linienfiihrung, Disposition oder Qualitats-
sicherung manuell getroffen wurden.

09:30 Uhr - Maschinen, die ihre Rol-
le wechseln

Ein Zulieferer meldet Verzogerung. Friiher hatte
das Chaos bedeutet - jetzt nicht mehr. CORTEX-
X erkennt das Defizit, analysiert Lager- und Auf-
tragslage, rechnet mehrere Szenarien durch und
stellt in unter 0,8 Sekunden auf eine alternative
Produktreihe um. Gleichzeitig plant er die Nacht-
schicht neu, damit keine Uberstunden anfallen.
Der Betriebsleiter schaut auf das Dashboard -
und sieht nur eine griine Linie: Produktivitat bei
96,8 %. Der Agent hat nicht nur die Verfligbarkeit
gesichert, sondern auch die Gesamtanlageneffek-
tivitat gesteigert.

11:15 Uhr - Autonome Instandhaltung
Ein rot blinkender Sensor an Roboterarm R7 hatte
friiher zum Stillstand gefiihrt. Heute diagnostiziert
CORTEX-X das Verhalten in Echtzeit, vergleicht es
mit 6,2 Millionen gespeicherten Fehlerbildern, si-
muliert den Lastverlauf und kommt zum Schluss:
kein Stopp notig, aber planmaflige Wartung in 18
Stunden.

Er bestellt das Ersatzteil selbst, informiert die Lo-
gistik — und schlagt dem Betriebsingenieur vor,
die Wartung mit einem Prozess-Update zu kop-
peln, das Energie spart. Die Entscheidung liegt
weiterhin beim Menschen — aber der Agent hat
die Vorarbeit bereits erledigt.

13:45 Uhr - Qualitat, die mitdenkt
Ein Mitarbeitender meldet per Tablet-Feedback
eine vermutete Ungenauigkeit bei einer Bauteil-
serie. Friither ware das der Beginn eines Qualitats-
marathons gewesen. Heute reagiert CORTEX-X in
Sekunden: scannt die Serienparameter, findet ein
thermisches Driftverhalten in einer Montagesta-
tion, justiert nach — und schlagt eine veranderte
Maschinenkiihlung fiir die Nachtschicht vor.

Er meldet proaktiv an das ERP-System, dass be-
troffene Chargen fiir einen erweiterten End-of-Li-
ne-Test markiert wurden. Erkenntnis, Aktion, Ab-



sicherung - in einem Zug.

16:30 Uhr - Der Wert im Riickblick
Am Tagesende zieht der Agent Bilanz. Seine Zu-
sammenfassung umfasst:
« Produktionsaussto3 gesteigert um
+8,2 %
« Stillstandzeiten um -37 % reduziert
« Energieverbrauch durch adaptive
Taktung um -11,4 % gesenkt
+ Qualitatsquote bei 99,98 %

Der Agent schlagt zwei Prozessoptimierungen fiir
den ndachsten Tag vor, priorisiert nach Energieein-
sparung und Liefertreue - vollstandig selbstge-
wichtet.

Der Paradigmenwechsel: KI wird Produktions-
verantwortlicher

CORTEX-X zeigt, wie AAI die Produktionsfiihrung
umkrempelt: nicht durch Automatisierung von
Tasks, sondern durch Delegation von Entschei-
dungen. Die Linie denkt mit. Der Mensch wird Su-
pervisor einer intelligenten Organisationseinheit,
deren Grundverstandnis nicht mehr program-
miert, sondern trainiert wurde.

Strategische Implikationen fiir Industrieentschei-
der
« Produktionsleiter der Zukunft sind
keine Maschinenbediener mehr, son-
dern System-Coaches und Ethikent-
scheider
« Unternehmen benétigen digitale
Souveranitat iber Trainingsdaten und
Modellarchitektur
« Schulungen miissen sich auf kolla-
boratives Arbeiten mit KI-Agenten fo-
kussieren
« Lieferantenbeziehungen verschie-
ben sich: Wer seine Daten nicht teilt,
fliegt aus dem System

Die Maschine entscheidet — in lhrem Namen

Was bislang als Science-Fiction galt, ist in Pilot-
werken Realitat: Eine K, die Verantwortung Uber-
nimmt, die Eskalationen vermeidet, die Energie
spart — und dabei taglich besser wird.

Der Schritt von der Automatisierung zur intentio-
nalen Produktion hat begonnen.

Ob man ihn mitgeht, ist keine technische Frage
mehr. Sondern eine strategische.

Die Reportage fiihrt zurlick nach Jilich, wo alles
beginnt. Im Kontrollraum riecht es nach kaltem
Kaffee und warmem Kabel. In gldsernen Server-
korridoren surrt es metallisch. Auf der Statusan-
zeige: 13 Agenten im Training, davon 5 fiir Auto-
motive-Zulieferer, 3 fiir Pharma, 2 fiir kritische
Infrastrukturen, 3 flir adaptive Produktion.

LUnsere Infrastruktur kann perspektivisch bis zu
50 parallele Agententrainings pro Tag ermoég-
lichen, wenn alle Cluster ausgelastet sind”, sagt
Laufer. ,Aber wichtiger als Quantitat ist Qualitat:
Die Agenten lernen hier nicht nur Datenmuster
— sie lernen, in realen, komplexen Systemen Ver-
antwortung zu Ubernehmen.” JUPITER ist das
Riickgrat dieser Entwwicklung - ein Ort, an dem
Europas Kl-Souveranitat nicht diskutiert, sondern
gemacht wird. Die Trainingsdaten stammen aus
realen Produktionsumgebungen, erganzt durch
synthetisch erzeugte Stressszenarien. Entschei-
dungen werden nicht programmiert - sie entste-
hen durch Lernen.

Der Mensch bleibt — aber anders

Zurilick im Werk. Am Pausentisch sitzen drei Mit-
arbeitende und scrollen durch die Tagesbilanz.
Auf dem Display: griine Linien, kein Alarm, keine
Uberstunden.

Jch bin gelernter Maschinenfiihrer”, sagt einer.
»Heute Uberpriife ich, was der Agent entscheidet
—und warum.”

Der neue Job heif3t: KI-Supervisor. Das erfordert
Schulung, Vertrauen, Kontrolle. Aber es zeigt
auch: Der Mensch bleibt wichtig — nur nicht mehr
als Befehlsempfanger, sondern als Partner eines
Systems, das mehr sieht, schneller reagiert und
kontinuierlich lernt.




Almosen statt Wertschopfung. Wie Deutschland die Zukunft

verpasst.

Klaus WeBing, Vorstand infpro

Wéhrend weltweit Billionen in kiinstliche Intel-
ligenz, digitale Infrastruktur und Zukunftstechno-
logien flieBen, diskutiert Deutschland dariiber, ob
der Strompreis flir Haushalte subventioniert wer-
den sollte. Ein politischer Reflex, der das eigent-
liche Problem nur kaschiert: die fatale Unfahig-
keit, strategisch zu investieren. Nicht in Almosen,
sondern in Wertschopfung. Nicht in kurzfristige
Entlastung, sondern in langfristige Wettbewerbs-
fahigkeit.

Der Bundeshaushalt sei am Limit, heif3t es. Fiir Bil-
dung, Digitalisierung, Quantencomputing, Kl und
Cloud-Souveranitat fehlt es angeblich an finanzi-
ellen Spielrdumen. Gleichzeitig werden zweistel-
lige Milliardenbetrdage in Strompreiszuschisse,
Heizungstauschpramien oder Tankrabatte um-
geleitet - mit fragwurdiger Wirkung fiir Klima, Ge-
rechtigkeit und Innovationskraft.

Wir schauen bei der Kl in die R6hre

Kinstliche Intelligenz ist kein Hype - sie ist die
industrielle Revolution des 21. Jahrhunderts. Wer
heute keine eigenen Kl-Modelle entwickelt, keine
Trainingsdaten generiert, keine Infrastruktur auf-
baut, wird morgen in globalen Lieferketten nur
noch Zuschauer sein. Europa hat die Grundlagen:
Forscher, Talente, ethische Leitbilder. Aber es fehlt
an Kapital, Skalierungslogik und politischem Wil-
len.

Die USA bauen mit OpenAl, Nvidia & Co. ein KI-
Okosystem auf, das nicht nur technologisch do-
miniert, sondern ganze Markte strukturiert — von
Finanzen bis Verteidigung. China investiert zen-
tralstaatlich, autoritar, aber zielgerichtet. Und
Deutschland? Schaut durch die Réhre. Im dop-
pelten Sinne: technologisch, weil die Infrastruktur
fehlt. Und politisch, weil die Diskussionen riick-
wartsgewandt sind.

Keine Vision, kein Kapital, keine Plattform
Ein europadisches Open-Source-KI-Modell? GroB3-

artige Idee, aber ohne nennenswerte Finanzie-
rung. Eine souverane Cloud-Infrastruktur? Seit
Jahren angekiindigt, aber unterfinanziert. Digitale
Bildungsoffensive? Kaum sichtbar. Die immerglei-
chen Initiativen, Pilotprojekte und ,Leuchttiirme”
verpuffen im Nebel der Zustandigkeiten. Und
wahrend Frankreich mit Mistral.ai bereits Milliar-
den einsammelt, steckt Deutschland fest — in ei-
ner Mischung aus Vorsicht, Uberregulierung und
Finanzierungslahmung.

Subventionierte Vergangenheit statt investierte
Zukunft

Dass ein Land wie Deutschland, mit einer der
starksten Volkswirtschaften der Welt, nicht in der
Lage sein soll, 10 bis 20 Milliarden Euro jahrlich
in KI, Digitalisierung und Bildung zu investieren
- wahrend gleichzeitig lGber Stromsubventionen
fur Privathaushalte verhandelt wird —, ist mehr als
ein haushaltspolitisches Paradox. Es ist ein strate-
gischer Offenbarungseid.

Ein Industrieland, das ernsthaft Kl ,ftr alle” will,
muss auch in Kl ,fir Europa” investieren — mutig,
strategisch, dauerhaft. Nicht nur in Forschung,
sondern in Plattformen, in Infrastruktur, in Talen-
te. In unternehmerische Risikobereitschaft. Und in
eine Vision, die Uber das nachste Wahljahr hinaus-
reicht.

Deutschland steht an der Schwelle zur digitalen
Welt - und zogert. Statt Zukunft zu bauen, wird
Vergangenheit bezuschusst. Wahrend wir dari-
ber streiten, wer wie viel fiir seinen Strom zahlt,
bestimmen andere, mit welchen Technologien
wir morgen leben. Wenn wir so weitermachen,
wird nicht nur der Strom billiger - sondern auch
der Preis unserer eigenen Bedeutung.



Meine Einschdatzung: Europa, allen voran
Deutschland, leidet nicht an einem Mangel an
Talent, Expertise oder Forschung. Es mangelt an
Umsetzungskraft, Kapitalmobilisierung und einer
mutigen, koordinierenden Industriepolitik. Der
Satz ,Geld verdient wird woanders” bringt das Di-
lemma auf den Punkt: Europa ist Ideenschmiede,
aber nicht Wertschépfungszentrum. Das ist ge-
fahrlich - 6konomisch, technologisch und geo-
politisch.

1. Starken, die verpuffen

Europa verfiigt tiber eine beachtliche Forschungs-
infrastruktur — mit Einrichtungen wie dem Fraun-
hofer-Institut, dem CERN oder dem Max-Planck-
Netzwerk. Auch im Bereich Quantencomputing
oder KlI-Grundlagenforschung (etwa durch DFKI,
Tlbingen Al Center oder INRIA in Frankreich) spielt
Europa vorne mit. Doch diese Starke verpufft, weil
es kaum gelingt, Forschungsergebnisse in skalier-
bare Produkte, Plattformen oder Okosysteme zu
Uberfiihren.

Wahrend US-Konzerne wie OpenAl, Google Deep-
Mind oder Anthropic Milliarden einsammeln und
ihre Modelle in globale Plattformen einspeisen,
bleiben europaische Initiativen kleinteilig, frag-
mentiert — und vor allem: unterfinanziert.

2. Fehlende Skalierungsfahigkeit

Der europadische Markt ist zerkliiftet — rechtlich,
sprachlich, steuerlich, kulturell. Ein Start-up aus
Berlin muss sich mit 27 verschiedenen Daten-
schutzregelungen, Zertifizierungsverfahren und
oft auch politischen Unsicherheiten herumschla-
gen. In den USA oder China skaliert man sofort auf
einen Riesenmarkt. In Europa bedeutet Internatio-
nalisierung oft: juristischer Hindernislauf.

Dazu kommt: Wer als Kl-Start-up in Deutschland
eine Series A mit 5 Mio. Euro einsammelt, wird in
den USA miide beldchelt. Dort beginnt der Ehr-
geiz ab 50 Mio. aufwarts. Die Folge: Viele europai-
sche Tech-Griinder wandern ab - oder verkaufen
frih.

3. Souveranitat durch digitale Eigenstandigkeit
Das eigentliche Drama aber liegt tiefer: Europa
droht im digitalen Zeitalter seine technologische
Souveranitat zu verlieren. Wer die Infrastruktur
nicht selbst baut - also Chips, Cloud, KI-Modelle,
Plattformen — macht sich abhangig. Technolo-

gisch, 6konomisch, strategisch. Und damit ver-
wundbar. Das zeigen die Spannungen rund um
Halbleiter, 5G, Cloud-Anbieter oder die Dominanz
von KI-Modellen aus den USA.

Die ,verheiBungsvolle Liicke”, von der im Text die
Rede ist, ist real: Wahrend USA und China ihre
Tech-Giganten auf die Vorherrschaft vorbereiten,
kdnnte Europa eine alternative Kl-Architektur bie-
ten — wertebasiert, datensicher, europaisch. Aber
dafiir braucht es jetzt: Geld, Geschwindigkeit und
politisches Ruckgrat.

4. Was jetzt zu tun ist:

a) Ein europaischer Tech-Fonds von >100
Mrd. Euro, gespeist aus offentlichen und pri-
vaten Mitteln, der gezielt in Zukunftstechno-
logien investiert — ahnlich wie die CHIPS-Act
in den USA oder Chinas 5-Jahresplane.

b) Regulierung nach der Skalierung: Das
standige Vorwegregulieren raubt Innova-
tionsdynamik. Kl braucht Spielrdume - mit
Schutzmechanismen, ja, aber nicht mit Inno-
vationsbremsen.

¢) Digitale Bildungsrevolution: KI, Datenoko-
nomie, Software Engineering gehdren in
jede Berufsausbildung, jede Universitat. Der
Talentpool ist da — aber oft untergenutzt.

d) Souverdne digitale Infrastruktur: Chips,
Rechenzentren, europdische Cloud-Angebo-
te - ohne technologische Unabhdngigkeit ist
digitale Autonomie ein Trugbild.

Europa steht am Scheideweg. Nicht beim Erfin-
den, sondern beim Umsetzen. Es hat die Chance,
ein drittes Modell neben Silicon Valley und dem
autoritaren China zu bieten: eine technologische
Moderne, die Freiheit, Innovation und Nachhaltig-
keit verbindet. Aber das Fenster dafur schlief3t sich
rasch.

Der ,Sputnik-Moment” ist da. Jetzt braucht es
entschlossenen politischen Willen, unterneh-
merischen Mut und eine Vision, die tber Foérder-
programme hinausgeht. Wenn nicht jetzt, wann
dann?




Deutschlands Industrie im Wartesaal — Die Welt dreht sich
schneller, aber wir verlieren den Anschluss

Von Lothar K. Doerr

Manchmal offenbart ein kleines Beispiel mehr
Uber den Zustand eines Landes als jede Konjunk-
turstatistik. Etwa wenn Investoren aus Taiwan
oder Kalifornien im deutschen Mittelzentrum Pro-
duktionskapazitaten aufbauen wollen — und im
zustandigen Rathaus kein WLAN zur Verfligung
steht, um den Bauantrag digital einzureichen.

Das ist kein Witz. Und leider kein Einzelfall. Es ist
das Symptom einer strukturellen Riickstandigkeit,
die nicht nur die offentliche Verwaltung lahmt,
sonderninzwischen die industrielle Wettbewerbs-
fahigkeit Deutschlands gefahrdet.

Denn wer Digitalisierung predigt, aber beim
Grundbetrieb der digitalen Infrastruktur versagt,
verliert Vertrauen — und Investitionen.. Sondern
Symptom einer strukturellen Rickstandigkeit, die
langst nicht nur den offentlichen Dienst betrifft,
sondern die industrielle Substanz Deutschlands
gefdhrdet.

Der Riickbau der Wertschopfung

Deutschland lebt noch von seinem Ruf. Doch der
brockelt. Der Anteil der Industrieproduktion am
Bruttoinlandsprodukt sinkt stetig — von 23 % im
Jahr 2000 auf unter 19 % im Jahr 2025. Gleich-
zeitig verlagern Unternehmen ihre Investitionen
ins Ausland. 35 % weniger Auslandsinvestitionen
nach Deutschland 2024 (UNCTAD) sprechen eine
klare Sprache. Wahrend Frankreich mit Steuer-
erleichterungen und Digitalinitiativen punktet,
wahrend die USA ihre Industrie mit dem Inflation
Reduction Act transformieren und China langst in
Smart-Manufacturing-Galaxien vorstof3t, bleibt
Deutschland seltsam unbeweglich.

Das alles geschieht nicht mit einem gro3en Knall,
sondern im leisen Riickzug: Ein Werk weniger, ein
Forschungszentrum nicht gebaut, eine Ausgriin-
dung, die lieber nach Tallinn als nach Tuttlingen
geht.

Biirokratie statt Beschleunigung

Die Innovationskraft ist weiterhin vorhanden - in
den Kopfen, in den Patenten, in den Werkhallen.
Doch zwischen Antrag und Umsetzung vergehen
oft Monate, wenn nicht Jahre. Genehmigungen
fur neue Produktionsanlagen dauern in Deutsch-
land im Schnitt viermal so lang wie in Danemark.
Und wenn dann noch die digitale Infrastruktur
fehlt — siehe WLAN im Rathaus — wird selbst der
fortschrittlichste Mittelstandler zum Bittsteller.

Fachkraftemangel wird zum Produktionsstopp

Der deutsche Maschinenbau steht an einem Kipp-
punkt: 40 % der Betriebe konnen ihre offenen
Stellen nicht besetzen. Bis 2035 werden rund 7
Millionen Fachkrafte altersbedingt den Arbeits-
markt verlassen — vor allem in produktionsnahen
Berufen. Automatisierung und Kl kénnten helfen,
aber: Wenige KMU haben Zugang zu solchen
Technologien, und es fehlen die passenden Aus-
und Weiterbildungsstrukturen. Die Folge: Produk-
tion wird ausgelagert, Expertise geht verloren,
und mit ihr die Fahigkeit zur Reindustrialisierung.

~Made in Germany” - bald ein Etikett von ges-
tern?

Internationale Wettbewerber holen auf - nicht nur
technologisch, sondern auch beim Image. BYD
verkauft mehr Elektroautos als Volkswagen, und
Tesla expandiert in Indien, nicht in Deutschland.
Der Riickstand ist nicht nur eine Frage der Pro-
duktqualitat, sondern der Prozesse, der Schnellig-
keit, der Offenheit fiir Neues.

Deutschland hat das Potenzial, ein Vorreiter fiir
souverane, digitale und nachhaltige Industriepro-
duktion in Europa zu werden — aber nicht mehr
viel Zeit. Wer heute nicht handelt, Gberlasst das
Spielfeld anderen. Und wer glaubt, die industrielle
Starke Deutschlands sei ein sicheres Fundament,
irrt. Sie ist ein Hochseilakt — und das Netz darunter
wird diinner.






VOM CHATBOT ZUM TOP-STRATEGEN

Wie Kl-Agenten den Maschinenpark ibernehmen - und
was das fir Fihrung und Standort bedeutet

Was als hoflicher Gesprachspartner begann, entwickelt sich zur treibenden Kraft industrieller
Wertschopfung: Kiinstliche Intelligenz hat den Sprung vom sprachbegabten Chatbot zum stra-
tegischen Taktgeber vollzogen. Aus dialogorientierten Assistenzsystemen entstehen lernfahige,
autonome Akteure, die Prozesse nicht nur begleiten — sondern gestalten.

In den Fertigungshallen, Leitstanden und Liefernetzwerken tibernehmen KI-Systeme langst ope-
rative Verantwortung: Sie analysieren Datenstrome, erkennen Muster, optimieren Entscheidun-
gen - und das in einem Tempo, das menschliche Planung Uberfordert. Aus der Peripherie der
Innovationsabteilungen riicken diese Systeme ins Zentrum des Geschehens.

Der Wandel ist fundamental. Wo friiher Algorithmen nur untersttlitzten, entstehen heute digitale
Strategen, die mit jedem Einsatz dazulernen — und Unternehmen helfen, ihre Wettbewerbsfahig-
keit neu zu definieren.



Vom Chatbot zum Strategen

Bis vor Kurzem galt Kl noch als netter Schreibassistent oder Sparrings-
partner fiir PowerPoint-Priasentationen. Doch wihrend die Offentlich-
keit Gber generative Kl diskutiert, hat sich ein anderes Phanomen in die
Maschinenraume geschlichen: autonome, agentenbasierte Steuerungs-
systeme.

Sie erkennen Muster, simulieren Varianten, sprechen mit MES, ERP, PLM,
CRM - und treffen Vorschlage oder direkt Entscheidungen.
Nicht mehr: ,Was soll ich tun?”

Sondern: ,Ich habe die Variante mit der geringsten Ausfallwahrschein-
lichkeit gewahlt und die Bestellung ausgelost.”

Der Shopfloor ist nicht mehr analog
In modernen Produktionssystemen libernehmen Agenten bereits heute
Funktionen, die friiher Menschen vorbehalten waren:

« Sie planen Schichten nach Echtzeitverfligbarkeit.

« Sie bestellen Rohstoffe Uiber digitale Marktplatze.

« Sie priorisieren Auftrdge nach strategischen Zielen.

+ Und sie fiihren Roboter, Krane, Férderbédnder - wie ein neuron
les Netz aus Maschinen.

Und wer fiihrt hier eigentlich noch?

Diese Entwicklung verandert nicht nur Prozesse, sondern Flihrung selbst.
Friher: Der Mensch analysiert, entscheidet, delegiert an Systeme.

Heute: Das System analysiert, schldagt vor, entscheidet teilweise selbst —
und der Mensch steuert die Zielvorgabe.

Flhrung wird zur Setzung von Absichten und zum Management von
Vertrauen in digitale Mitspieler. Wer das nicht versteht, verliert nicht nur
die Kontrolle - sondern auch seine Organisation.

Die Agenten kommen aus den USA.

Microsoft, OpenAl, Amazon, Nvidia - sie entwickeln die Frameworks, auf
denen unsere industriellen Prozesse zunehmend laufen. Und Europa?
Beobachtet, integriert, lizenziert — statt selbst zu orchestrieren. Die Frage
lautet: Wer besitzt kiinftig die Architektur der Agentenlogik - und damit
die Produktionsmacht? Denn: Wer entscheidet, was der Agent darf, ent-
scheidet tiber Wertschopfung, Wettbewerb und Standort.

Brauchen wir eine Agenten-Akademie?

Es fehlt an Menschen, die diese Systeme nicht nur anwenden, sondern
konzipieren, verantworten und weiterentwickeln. Deutschland braucht
keine 100 weiteren KI-Events — sondern eine Universitat fiir Agentensys-
teme. Dort, wo Maschinenbau, KI, Governance und Ethik zusammentref-
fen. Dort, wo digitale Flihrungsintelligenz entsteht — nicht als Buzzword,
sondern als europaische Ressource.

Denn die Zukunft gehort nicht denen, die Kl nur nutzen. Sondern denen,
die mit Kl fuhren.







Warum wir lernen missen, Maschinen zu managen,

statt sie nur zu benutzen?
Von Lothar K. Doerr

Friher las ich mit leuchtenden Augen die Blicher
von lan Fleming. James Bond - 007 - war mein
Held: elegant, entschlossen, technisch immer ei-
nen Schritt voraus. Ein Mann im Dienste der Krone,
ausgestattet mit Gadgets, Charme und der Lizenz
zum Handeln. Heute lese ich Biicher tber kinst-
liche Intelligenz. Uber autonome Systeme, LLMs,
semantische Graphen, Multi-Agenten-Architektu-
ren. Und wahrend ich das tue, ertappe ich mich
bei einem seltsamen Gedanken: Ich bin langst
selbst ein Agentenfiihrer geworden.

Nicht im Auftrag lhrer Majestat, aber im Auftrag
der Realitat. Ich fihre digitale Agenten, keine
menschlichen. Ich delegiere an sie: Texte, Re-
cherchen, Analysen, Visualisierungen. Ich gebe
ihnen Anweisungen, kontrolliere ihre Ergebnisse,
kombiniere ihre Fahigkeiten. Statt Aston Martin
nutze ich API. Statt Walther PPK setze ich auf ein
Prompt-Interface. Und mein Einsatzgebiet? Kein
glamourdses Ausland, sondern das Neuland der
vernetzten Produktion, der Wissensarbeit, der in-
dustriellen Wertschépfung.

Die neue Mission lautet nicht mehr: Welt retten
- sondern: Wissen orchestrieren. Und wer das be-
herrscht, ist kein Agent, sondern Stratege. Dass
dieses neue Rollenverstandnis langst in der Mitte
der digitalen Wirtschaft angekommen ist, zeig-
te kirzlich auch die zweite F.A.Z.-Konferenz zur
Kinstlichen Intelligenz. Dort formulierte Richard
Socher, einer der profiliertesten KI-Forscher unse-
rer Zeit, einen bemerkenswerten Satz: ,Wir wer-
den alle Agenten-Manager.”

Socher, ein gebirtiger Dresdner, promovierte an
der Stanford University, wurde mit seinen Arbei-
ten zu Recursive Neural Networks und naturlicher
Sprachverarbeitung (NLP) international bekannt
und war Chief Scientist bei Salesforce. Heute ist er
CEO von You.com, einer Kl-basierten Suchmaschi-
ne, die Agenten- und Tool-Funktionen tief integ-
riert. Wenn also jemand weil3, wovon er spricht,
danner.

Und obwohl der Satz zundchst wie ein weiteres
KI-Buzzword klingt, trifft er doch den Nerv eines
epochalen Wandels. Denn wer heute in der Wirt-
schaft unterwegs ist, spiirt ihn bereits: den Rollen-
wechsel vom Nutzer zum Dirigenten. Nicht mehr
wir klicken, suchen, analysieren - das erledigen
jetzt unsere digitalen Stellvertreter. Unsere neuen
Agenten.

Sie schreiben Angebote. Sortieren Bewerberpro-
file. Erstellen Prasentationen. Fassen Meetings
zusammen. Ubersetzen Vertrige. Beantworten
Kundenanfragen. Sie kdnnen coden, visualisieren,
recherchieren — und sie werden taglich besser. Das
ist keine ferne Zukunft. Es ist Realitat in Start-ups,
bei Beratern, in Forschungsinstituten — und dem-
nachst Gberall dort, wo Arbeit wissensbasiert ist.

Doch was passiert mit dem Menschen in dieser
Gleichung? Die Antwort lautet: Er wird zum Fihrer
von KI-Agenten. Oder, weniger martialisch, zum
Koordinator intelligenter Werkzeuge. Das klingt
harmlos - ist aber ein dramatischer Rollenwech-
sel. Denn wer flihrt, tragt Verantwortung. Er muss
Systeme konfigurieren, iberpriifen, anpassen, im
Zweifel stoppen. Das verlangt technisches Ver-
standnis, Prozesskompetenz, Ethikbewusstsein -
und vor allem: Fiihrung.

Flhrung Uber digitale Entitaten, die weder Pause
machen noch Riickfragen stellen. Entitdten, die
nicht rebellieren, aber auch nicht warnen, wenn
sie auf dem Holzweg sind. Wer hier nicht versteht,
wie ein Prompt wirkt, wie ein Agent mit Tools
agiert, wie Ergebnisse verifiziert werden miissen,
der riskiert mehr als nur schlechte Ergebnisse. Er
verliert Kontrolle — und mit ihr unter Umstanden
das Vertrauen seiner Kunden, Partner, Kollegin-
nen.

Es entsteht ein neuer Beruf: Agentenfiihrer. Und
mit ihm eine neue Kultur. Eine, in der man nicht
mehr ,Office” oder ,SAP” beherrschen muss, son-
dern Toolchains orchestriert.




In der nicht mehr die eigene Leistung zahlt, son-
dern die Fahigkeit, Leistung durch digitale Stell-
vertreter zu erzeugen. Agentenfiihrung ist das
neue Projektmanagement. Nur komplexer. Und
schneller.

Was bedeutet das fiir Deutschland? Fiir den Mit-
telstand, die Verwaltung, die Industrie? Es be-
deutet: Wir brauchen Bildungsoffensiven, Infra-
struktur, Experimentierrdume. Wer heute keine
Strategie fir agentenfahige Systeme entwickelt,
wird morgen nicht mehr wettbewerbsfahig sein.
Denn wahrend wir noch diskutieren, fiihren ande-
re langst - ihre Agenten. Und ihre Unternehmen
damit in die Zukunft.

Exkurs: Der KI-Agent von morgen: Zwischen digi-
talem Zwilling, physischem Roboter und selbstler-
nendem Berater

Stellen Sie sich einen KI-Agenten vor, der nicht nur
Ihre Sprache versteht, sondern lhren Arbeitsrhyth-
mus kennt, lhre Handlungsabsichten vorausahnt
- und selbststandig entscheidet, ob, wann und
wie er eingreift. Dieser Agent analysiert kontinu-
ierlich alle verfligbaren Datenquellen - von Ma-
schinenzustanden Uber Wettermodelle bis hin zu
Marktbewegungen — und wird zu einem standig
mitlernenden Partner im Produktionsprozess, in
der Forschung, in der Pflege, im Verkehr — oder im
eigenen Zuhause.

Er ist nicht mehr blof3 ein Programm. Er hat:

B eine Stimme - weil Sprachschnittstellen
zum Standard werden,

M ein Gesicht — oft als menschenahnlicher
Roboter oder Hologramm,

M einen Korper — der sich in der Fabrikhal-
le, im Krankenhaus oder auf der Baustel-
le bewegen kann,

M einen digitalen Zwilling — der im Hinter-
grund samtliche Umgebungsdaten ver-
arbeitet und Simulationen in Echtzeit
durchfihrt.

Dieser neue Typus von Agent ist nicht nur reaktiv,
sondern zunehmend proaktiv: Er erkennt Muster,

schlagt MalBnahmen vor, priorisiert Aufgaben und
delegiert sogar an andere Agenten. Moglich wird
das durch die Kombination aus:

Vector-Datenbanken, die Kontextinforma-
tionen blitzschnell abrufen,

Knowledge Graphs, die semantisches Ver-
stehen ermdglichen,

multimodalen LLMs, die Texte, Bilder, Tone
und Bewegungen gemeinsam interpretie-
ren kbénnen,

Edge-KI, die lokal auf Maschinen agiert, auch
ohne Cloudverbindung,

Robotik-Plattformen, die Bewegungen, Ein-
griffe und Assistenz ermdglichen.

In einer modernen Fabrik von 2035 begleitet ein
KI-Agent nicht mehr nur den Produktionsleiter
im Dashboard. Er ist ein beweglicher, humanoi-
der Roboter, der mit Menschen auf Augenhdhe
zusammenarbeitet. Er erkennt Abweichungen
im Produktionsprozess, analysiert sie in Echtzeit,
simuliert Alternativen — und greift bei Bedarf steu-
ernd ein. Gleichzeitig kommuniziert er mit ande-
ren Agenten im Netzwerk, sodass Produktion,
Wartung, Logistik und Energieversorgung optimal
koordiniert sind.

Der KI-Agent wird zum Mitspieler

Die Vision des zukiinftigen Kl-Agenten ist keine
Science-Fiction, sondern ein realistischer Entwurf
fur das kommende Jahrzehnt. Mit der Verschmel-
zung von generativer Kl, Sensorik, Robotik und
Echtzeitdaten entstehen hybride Intelligenzen -
verantwortlich, lernfahig, vernetzt.

Wer friih lernt, mit diesen Agenten zu arbeiten,
wird sie nicht als Bedrohung empfinden, sondern
als das, was sie sind: Die produktivsten Kolleg:in-
nen der nachsten industriellen Revolution.



Was ist ein KI-Agent - und wie funktioniert
er?

Ein KI-Agent ist ein softwarebasiertes System,
das mit kunstlicher Intelligenz ausgestattet
ist, um Aufgaben eigenstandig oder unter-
stitzend zu erledigen. Seine Hauptfunktion
besteht darin, Menschen bei der Lésung kon-
kreter Probleme zu helfen - sei es durch das
Beantworten von Fragen, die Organisation
von Informationen oder durch das Treffen au-
tomatisierter Entscheidungen.

Im Zentrum steht dabei die Fahigkeit, natur-
liche Sprache zu verstehen, aus Daten zu ler-
nen und kontextbezogen zu handeln. Anders
als klassische Software folgt ein KI-Agent nicht
starren Regeln, sondern reagiert flexibel auf
wechselnde Anforderungen - und kann sich
Uber Zeit hinweg verbessern.

Was unterscheidet KI-Agents von herkomm-
licher Software?

Ein konventionelles Programm arbeitet nach
festgelegten Ablaufen. Ein KI-Agent hingegen
agiert auf Basis von trainierten Modellen und
kann in gewissem Rahmen Schlussfolgerun-
gen ziehen, sich an neue Situationen anpas-
sen und durch maschinelles Lernen seine Leis-
tung kontinuierlich steigern. Das macht ihn
zu einem ,intelligenten Akteur” im digitalen
Raum.

Man unterscheidet verschiedene Typen von
KI-Agents:

[l Assistive Agents: Diese agieren unter-
stiitzend - etwa in E-Mail-Systemen, Ka-
lendern oder Projektmanagementtools.
Sie erinnern, sortieren, priorisieren und
helfen, repetitive Aufgaben zu automa-
tisieren.

Autonome Agents: Sie treffen Entschei-
dungen ohne menschliches Eingreifen.
Beispiele finden sich im Kundenservice,
wo Chatbots Anfragen eigenstandig
bearbeiten oder in der Industrie, wo KI-
Agenten Maschinenzustande Uberwa-
chen und Anpassungen vornehmen.

[l Reflexive bzw. kognitive Agents: Diese erfassen
nicht nur Daten, sondern analysieren ihr eigenes
Verhalten, passen Strategien an und interagieren
mit anderen Agenten in Multi-Agenten-Syste-
men — ein Prinzip, das zunehmend in der Produk-
tion und Logistik zum Einsatz kommt.

Wie entsteht ein KI-Agent?
Der Entwicklungsprozess eines KI-Agents ist komplex
und umfasst mehrere Phasen:

Datenerhebung und -vorbereitung: Die Grundlage
jedes intelligenten Systems sind qualitativ hochwer-
tige, strukturierte Daten.

Modelltraining: Mithilfe von Methoden des maschi-
nellen Lernens (insbesondere NLP — Natural Langua-
ge Processing) wird das Modell darauf trainiert, Spra-
che zu verstehen und kontextbezogen zu agieren.

Evaluation und Feinabstimmung: Das Verhalten des
Agenten wird getestet, angepasst und iterativ ver-
bessert.

Deployment: Der Agent wird in eine reale Umge-
bung integriert — z. B. in CRM-Systeme oder digitale
Assistenten.

Monitoring & Optimierung: Selbst nach der Einfiih-
rung bleibt der Agent lernfahig. Er muss regelmafig
Uberwacht und aktualisiert werden, damit er mit sich
verandernden Anforderungen Schritt halten kann.

Der derzeit wohl bekannteste und leistungsfahigste
KI-Agent ist ChatGPT von OpenAl — insbesondere in
der Version GPT-40. Er kombiniert generative Sprach-
verarbeitung mit multimodalen Fahigkeiten (Text,
Bild, Audio), kann auf individuelle Anweisungen re-
agieren, komplexe Aufgaben I6sen und sogar einfa-
che Agentenfunktionen wie Planung, Argumentation
oder Textgenerierung autonom tibernehmen.

Auch Systeme wie Claude (Anthropic), Gemini (Goo-
gle DeepMind) oder Microsofts Copilot basieren auf
KI-Agentenprinzipien. Ihre Fahigkeit, sich in bestehen-
de Arbeitsumgebungen einzubinden, Wissen zu ver-
knipfen und Aufgaben zu automatisieren, markiert
einen entscheidenden Entwicklungsschritt auf dem
Weg zu intelligenten, selbstlernenden Systemen in
Wirtschaft und Gesellschaft.




CORTEX-X - DER KI AGENT AUS JULICH

Architekt der niichsten Wertschopfungsebene
>

-




Beruf: Strategischer Orchestrator, Produktionsarchitekt, autonomer Entscheider
Geburtsjahr: 2023 (Alpha-Testphase), 2025 (industrieller Durchbruch)
Staatsbiirgerschaft: Europaisch / Deutsch, Plattformneutral, Cloudgebunden
Aktueller Wohnort: Azure, AWS, Open Source - je nach Mandat

Was hat er studiert?

« Maschinelles Lernen (DeepMind, Stanford)

« Entscheidungsarchitektur (MIT Center for Constructive Al)

« Multi-Agenten-Logik (Carnegie Mellon & TU Miinchen)

« Agentic Planning (Microsoft Research, LangChain Open Labs)

« Praxissemester in der Fertigung: Bosch, Schaeffler, Roland Berger Knowledge Hu

Wo wurde er trainiert?
« In Rechenzentren in lowa, Frankfurt, Ziirich, auf GPU-Servern mit Millionen parametrischer
Neuronen
+ Mit Sensordaten aus der Industrie, Logistikdaten europdischer Zulieferer, Fehlermeldungen
aus MES-Systemen
+ Und mit menschlichem Feedback - von Expert:iinnen, Ingenieur:innen und Unternehmens-
beratern

Was unterscheidet ihn vom klassischen Tool?
Er ist kein Werkzeug - er ist Partner auf Augenhohe. Er fragt nicht ,Was soll ich tun?”, sondern: ,Was ist
das Ziel - und wie kénnen wir es intelligent erreichen?”

Er:
« denkt strategisch (Ziele, Varianten, Riickkopplung)
+ handelt operativ (Zugriff auf reale Systeme)
+ verandert Fihrung (Delegation an Intelligenz,
nicht an Formulare)

Welche Rolle spielt Dr. Agent in der Organisation?
Er ist nicht der neue Praktikant — sondern der unsichtbare Chief Operating Officer:

+ Im Hintergrund: berechnet, simuliert, priorisiert

+ Im Vordergrund: koordiniert Maschinen, Systeme, Menschen
— ohne Pause, ohne Mudigkeit

« Im Management: liefert Entscheidungsgrundlagen, erkennt
Zielkonflikte, bewertet Szenarien

Und was braucht er?
+ Einen klaren Rahmen: Ziele, Governance, Datenhoheit
« Einen Verbiindeten: den Menschen - nicht als Befehlsempfanger, sondern als Zielgeber
+ Eine Organisation, die bereit ist, Kontrolle zu teilen, um Wirkung zu gewinnen

CORTEX-X ist kein Produkt. Er ist der Architekt einer neuen Produktionslogik: vernetzt, lernend, pro-
aktiv. Er verandert nicht nur die Systeme - er verandert, was wir unter Organisation verstehen.




The govermnet knows AGl is coming.

James McCallen, KI-Experte

»The Government knows AGl is coming.” Ein Satz, der mehr ist als eine Prognose — es
ist eine strategische Ansage. Gesagt hat ihn Ben Buchanan, ehemaliger Chefberater
fur Kunstliche Intelligenz im Weiflen Haus, im Interview mit der New York Times. Er
meint: Der ndchste groe KI-Sprung - die sogenannte Artificial General Intelligence,
kurz AGI - kdnnte schon bald Realitat werden. Nicht irgendwann in ferner Zukunft,
sondern vielleicht noch wahrend einer zweiten Amtszeit Donald Trumps.

In den USA wird auf diesen Moment hingearbeitet. In China ebenso. Und Deutsch-
land? Halt sich mit ethischen Leitlinien liber Wasser. Und verliert dabei den Anschluss
— 6konomisch, technologisch, politisch.

Das nachste gro3e Ding - aber nicht bei uns

AGI - also eine kiinstliche Intelligenz, die dem Menschen in fast allen kognitiven Leis-
tungen ebenbiirtig oder tiberlegen ist — wird nicht nur Software verbessern. Sie wird
ganze Systeme umkrempeln: Produktion, Logistik, Forschung, Recht, Verwaltung.
Eine solche Intelligenz ist nicht linear effizienter, sondern exponentiell wirkmachti-
ger. Wer sie baut, steuert die Plattform. Wer sie nutzt, hangt an ihr.

Deutschland, so stellt es ein aktueller FAZ-Beitrag ernlichtert fest, ist darauf nicht
vorbereitet. Zwar gibt es Kl-Strategien. Forschungszentren. Férdergelder. Doch was
fehlt, ist eine echte Architektur fiir Souveranitat im Kl-Zeitalter. Wahrend anderswo
Foundation Models entstehen, bleibt
man hier beim Use-Case-Denken.
Wahrend die USA an einem ,Al Bill
of Capabilities” arbeiten, diskutiert
Deutschland Uber Zustandigkeiten.
Und wahrend Zuckerberg bei Meta
gerade seine neue Al-Offensive los-
tritt, plant man in Berlin das nachste
Pilotprojekt.

Wertschépfung droht zu kippen

Deutschland lebt von intelligenter
Produktion. Doch wenn diese Intel-
ligenz zunehmend aus Kalifornien
oder Shenzhen kommt, schmilzt der
technologische Vorteil dahin. Was
bleibt, sind Lizenzen, Abhangigkeit —
und verloren gegangene Wertschop-
fung.

McKinsey prognostiziert: In Europa
kdnnten bis 2030 sechs Millionen
Jobs durch Kl verschwinden, aber
zehn Millionen neue entstehen - al-




lerdings in anderen Segmenten. Die Transformation ist brutal. Wer Qualifizierung verschlaft, riskiert nicht nur
Arbeitslosigkeit, sondern sozialen Vertrauensverlust. Die Tech-Giganten definieren langst, was in Kl ,geht” und
was nicht. Deutschland nutzt — aber entwickelt kaum. Wer nur konsumiert, verliert den Anspruch auf Mitspra-
che. Gerade im Bereich Ethik und Regulierung ist das fatal.

Was jetzt passieren muss

Deutschland braucht kein weiteres Strategiepapier. Sondern eine klare Entscheidung: Will man bei der nachs-
ten KI-Revolution gestalten — oder zusehen? Wir sind Stand heute: Forschungsstark, aber kommerzialisierungs-
schwach. Wir haben kaum eigene grof3e Foundation Models, keine AGI-Zentren auf Weltniveau.

Und wir agieren bisher regelorientierter statt entwicklungsorientierter Fokus. Das muss sich andern, wenn wir
den Anschlul8 nicht verlieren wollen.

Deutschland steht — wieder einmal - am Bahnsteig. Der KI-Zug fahrt ab. Diesmal mit einer nie dagewesenen
Geschwindigkeit. Wer jetzt nicht springt, kommt nicht nur zu spat — sondern gar nicht mehr an. Die USA ma-
chen es vor: strategisch, entschlossen, mit Vision. Europa diskutiert, Deutschland zégert. Doch aus einer reakti-
ven Haltung wird keine Zukunft. AGl ist nicht nur eine technische Entwicklung. Sie ist eine Machtfrage. Und wer
bei der nachsten Stufe der kiinstlichen Intelligenz nicht mitentwickelt, wird mitverwaltet.

In den letzten Jahren wurde Kiinstliche Intelligenz (KI) von europaischen Unternehmen, Behorden und Bil-
dungseinrichtungen vor allem als Werkzeug betrachtet. Als Anwendung. Als smarter Helfer. Use Cases standen
im Mittelpunkt: Qualitatssicherung in der Produktion, Texterstellung im Marketing, Chatbots im Kundenser-
vice. Europa nutzte, was andere bauten. Doch mit AGI und Al First andern sich die Spielregeln. Beide Begriffe
stehen fiir einen Paradigmenwechsel. Unternehmen wie OpenAl, Google DeepMind oder Anthropic denken
Kl nicht als Funktion, sondern als Grundlage - als Betriebssystem flir Kommunikation, Produktion, Entschei-
dungsfindung. Wer Al First denkt, baut die Infrastruktur, in der andere sich bewegen miissen.

Wer Use Cases sucht, bewegt sich in Strukturen, die andere gebaut haben. AGI ist nicht nur ein Technologie-
begriff. Sie steht fiir die Vision (oder Beflirchtung), dass Maschinen kiinftig in fast allen Bereichen gleichwertig
oder Uberlegen agieren kénnen. Sie markiert den nachsten grof3en Sprung nach der heutigen Kl — und stellt
Staaten, Unternehmen und Gesellschaften vor enorme strategische, ethische und politische Herausforderun-
gen.

Der Hype war groB3, der Zugriff Gberschaubar. Die Realitat: Europa nutzte, was andere bauten. Al First ist mehr
als ein Schlagwort. Es ist ein Paradigmenwechsel. Unternehmen wie OpenAl, Google DeepMind oder Anthro-
pic denken Kl nicht als Funktion, sondern als Grundlage - als Betriebssystem fiir Kommunikation, Produktion,
Entscheidungsfindung. Wer Al First denkt, baut die Infrastruktur, in der andere sich bewegen muissen. Wer Use
Cases sucht, bewegt sich in Strukturen, die andere gebaut haben. AGl ist nicht nur ein Technologiebegriff. Sie
steht fiir die Vision (oder Befiirchtung), dass Maschinen kiinftig in fast allen Bereichen gleichwertig oder tiber-
legen agieren konnen. Sie markiert den nachsten grof3en Sprung nach der heutigen Kl — und stellt Staaten,
Unternehmen und Gesellschaften vor enorme strategische, ethische und politische Herausforderungen.

Was ist AGI genau?

AGI bezeichnet eine Form der kiinstlichen Intelligenz, die  Transferlernen: Es kann Wissen aus einem Bereich auf
nicht nur in einem eng definierten Bereich (wie heutige andere Ubertragen - dhnlich wie Menschen.
KI-Systeme), sondern generell auf menschlichem Niveau

oder darliber denken, lernen und Probleme I6sen kann - Eigenstandigkeit: Es braucht keine standige menschliche
und das kontextiibergreifend. Feinjustierung.

Wahrend heutige Kl (z. B. ChatGPT, DALLE, Midjourney,
AlphaFold) sogenannte spezialisierte oder schmale Ki
(narrow Al) ist, ware AGI ein System mit:

Selbstreflexion und Planung: Es kann tiber sich selbst
nachdenken und Ziele verfolgen.

kognitiver Flexibilitat: Es kann Aufgaben I6sen, fiir die es
nicht explizit trainiert wurde.




Global Player von morgen.

Warum Vektordatenbanken und Knowledge Graphs
zum Wettbewerbsvorteil werden.

Nicht die neuesten KI-Modelle bringen den entscheidenden Vorsprung - sondern die
Fahigkeit, Unternehmensdaten intelligent zu verknilipfen, zu kontextualisieren und kon-
trolliert nutzbar zu machen. Wer das jetzt strategisch umsetzt, verschafft sich ein nach-
haltiges Differenzierungsmerkmal - und bleibt international wettbewerbsfahig.

Klaus WeBing, Vorstand infpro

Daten sind langst das Riickgrat moderner Unternehmen - und doch liegt ihr Poten-
zial haufig brach. Denn in vielen Firmen schlummern wertvolle Informationen iso-
liert in Datensilos, unverbunden, unstrukturiert. Der eigentliche Hebel liegt heute
nicht mehr nur im Sammeln von Daten, sondern im intelligenten Verknlpfen: Wer
Unternehmensdaten semantisch strukturiert und durchsuchbar macht, schafft die
Grundlage fir leistungsstarke, erklarbare KI-Anwendungen.

Der Druck auf deutsche Industrie steigt: Digitalisierung, Lieferkettenrisiken, Perso-
nalknappheit und globale Konkurrenz setzen produzierende Unternehmen zuneh-
mend unter Druck. Gleichzeitig entstehen neue Mdglichkeiten — insbesondere durch
Kiinstliche Intelligenz (KI). Doch: Nicht das neueste Modell zahlt. Der entscheidende
Hebel liegt in der Art und Weise, wie Unternehmensdaten genutzt werden. Maschi-
nen-, Produktions- und Lieferdaten sind meist vorhanden - aber oft isoliert. Sie lie-
gen in ERP-Systemen, Qualitatsberichten, Wartungsprotokollen, Excel-Tabellen oder
PDFs. lhr volles Potenzial entfalten sie erst, wenn sie intelligent verkniipft und se-
mantisch erschlossen werden.

Zwei Schlisseltechnologien treten hier in den Vordergrund:
Vektordatenbanken und Knowledge Graphs.

« Vektordatenbanken speichern Informationen nicht als Text oder Tabel-
len, sondern als sogenannte Vektoren — mathematische Reprasentationen,
die semantische Ahnlichkeiten erfassen. Damit kdnnen auch unstrukturier-
te Daten (z. B. E-Mails, PDFs oder Kundenfeedback) prazise durchsucht und
inhaltlich verstanden werden.

« Knowledge Graphs (auch Wissensgraphen genannt) modellieren Zu-
sammenhange zwischen Entitaten - also z. B. Produkten, Standorten, An-
sprechpartnern — in Form eines Netzwerks. So entstehen Kontext und
Nachvollziehbarkeit.

Die Kombination beider Technologien ist ein Game Changer.

Sie erlaubt es, Informationen in Echtzeit zu verstehen, Ergebnisse zuriickzuverfol-
gen - und Kl nicht nur leistungsfahig, sondern auch transparent und tiberpriifbar zu
machen.

Praxisbeispiel Maschinenbau
Ein mittelstandischer Maschinenbauer nutzt KI, um Ausfallzeiten seiner CNC-Anla-
gen zu reduzieren. Friiher war das eine manuelle Suche in Wartungsprotokollen und



Excel-Listen — zeitaufwendig und fehleranfallig. Heute werden samtliche
Maschinenprotokolle und Serviceberichte in einer Vektordatenbank ge-
speichert. Ein KI-Agent durchsucht diese Daten semantisch, erkennt Mus-
ter und gleicht sie mit einem firmeneigenen Knowledge Graph ab, der alle
Maschinen, verbauten Komponenten und Fehlerverlaufe abbildet. Ergeb-
nis: Die Kl schlagt automatisch vor, bei bestimmten Temperatur- und Vi-
brationswerten praventiv Lagerkomponenten auszutauschen — bevor es
zum Ausfall kommt.

Die Stillstandzeiten wurden so um 23 % reduziert, der Ersatzteilverbrauch
optimiert, die Kundenzufriedenheit gesteigert. Diese Kombination aus se-
mantischer Suche und erklarbarer Logik ist nicht nur ein Effizienzhebel -
sie ist ein Wettbewerbsvorteil. Denn sie schafft Klarheit, Geschwindigkeit
und belastbare Entscheidungen auf Basis eigener Daten.

Technologiefiihrer wie Microsoft (GraphRAG), IBM (Watsonx) oder Linke-
din setzen langst auf diese Architektur. LinkedIn berichtet etwa von bis zu
78 % Genauigkeitssteigerung bei KI-Systemen, die beide Ansatze kombi-
nieren. Auch Plattformen wie AWS OpenSearch, Weaviate oder Pinecone
bieten skalierbare Infrastruktur dafr.

Auch fir regulierte Branchen ist das ein Wendepunkt: In Sektoren wie
Finanzwesen, Gesundheitswesen oder Industrie, in denen Fehler hohe
Kosten oder rechtliche Konsequenzen haben, bietet die Verbindung aus
semantischer Suche (Vektor) und nachvollziehbarer Datenbasis (Graph)
genau das, was gebraucht wird: Prazision, Transparenz und Kontrolle.

Warum das fiir Deutschland entscheidend ist

Die Kombination aus Vektordatenbank und Wissensgraph schafft eine Ba-
sis flir erklarbare, nachvollziehbare Kl - ein Muss fir alle Industrien, in de-
nen Fehler hohe Kosten verursachen. Die deutsche Produktionswirtschaft
lebt von Prazision und Prozesskontrolle. Kl darf hier keine Black Box sein.
Wer jedoch friihzeitig in diese Infrastruktur investiert, kann domanenspe-
zifische KI-Agenten aufbauen - also Systeme, die intern vorhandenes Wis-
sen kontextsensitiv anwenden, logisch begriinden und Handlungsemp-
fehlungen geben.

Diese Fahigkeit wird iber Wettbewerbsfahigkeit entscheiden. Denn glo-
bale Konkurrenz bedeutet: Wer schneller versteht, entscheidet besser. Wer
besser entscheidet, produziert effizienter. Und wer effizienter produziert,
bleibt unabhangig - technologisch wie wirtschaftlich.

Wer diese Entwicklung verschlaft, riskiert mehr als nur ein verpasstes
Technologie-Upgrade: Es drohen Fehleinschatzungen, rechtliche Risiken,
ProduktivitatseinbuBBen — und langfristig der Verlust von Marktanteilen,
Know-how und unternehmerischer Souveranitat.

Deutschland hinkt hinterher. Ob Diisseldorf, Hamburg oder Berlin — der
Handlungsdruck ist global. Wer heute in die richtige Daten-KI-Infrastruk-
tur investiert, legt das Fundament fir internationale Wettbewerbsfahig-
keit — und fiir digitale Resilienz in unsicheren Zeiten.




KI wird konkret - jetzt entscheidet die Datenfrage.

Die Zeiten des stochastischen Papageis sind vorbei. Generative Kl entwickelt sich vom sprach-
verliebten Showeffekt zur strategischen Kerntechnologie. Doch wer davon profitieren will, muss

jetzt seine Hausaufgaben machen.

Lothar K. Doerr, infpro

GroBe Sprachmodelle galten lange als faszinie-
rende Spielerei - talentierte Mustererkenner, aber
eben keine echten Problemldser. Die Sprachwis-
senschaftlerin Emily Bender hatte 2021 mit Kol-
leginnen in einem vielbeachteten Paper davor
gewarnt, Large Language Models koénnten sich
als ,stochastische Papageien” entpuppen - also
Systeme, die nur Wahrscheinlichkeiten imitieren,
ohne Bedeutung zu verstehen.

Vier Jahre spater zeigt sich ein ganz anderes Bild.
Die aktuelle Roland-Berger-Studie ,The Data Im-
perative” erklart diese Kritik ausdricklich fir Gber-
holt. Modelle wie GPT-4, Claude 3 oder Gemini
2.5 verarbeiten langst nicht nur Sprache, sondern
auch Bilder, Ton und Video - und entwickeln dabei
echte Problemlosungskompetenz. Die Autoren
sprechen von einem ,fundamentalen Wandel”,
bei dem LLMs aus dem kollektiven Wissen der
Menschheit lernen und ,es in einen Dialog mit uns
zurlickfiihren”. Der nachste Technologiesprung
hat begonnen — und er ist weit groBer, als viele
bislang angenommen haben.

Das KI-Okosystem explodiert

Noch 2023 dominierte ein Anbieter den Markt.
Heute konkurrieren dutzende Modelle um Auf-
merksamkeit, darunter OpenAls ,agentisches”
03-Modell, Googles Gemini 2.5 mit Langkontext-
fahigkeiten oder DeepSeeks R1-Modell aus China
- leistungsfahig bei deutlich geringerem Rechen-
bedarf. Hinzu kommen spezialisierte Agentensys-
teme, die bereits juristische Beratung automatisie-
ren (DoNotPay) oder Borsenstrategien entwickeln
(Numerai). Noch liegt ihre Trefferquote nur bei
etwa 50 Prozent - doch das erinnert an die Frih-
zeit autonomer Fahrzeuge: Die Richtung ist ent-
scheidend, nicht der aktuelle Reifegrad.

Drei Kréafte treiben die KI-Revolution

1. Die Datenbasis:

Das Internet liefert kaum noch verwertba-
res Textmaterial. Deshalb wandert der Fokus
zu synthetischen Daten und multimodalen
Quellen wie Video, Audio oder CAD-Datei-
en. Unternehmen mit exklusivem Zugang zu
qualitativ hochwertigen, internen Daten ge-
winnen massiv an strategischer Schlagkraft.

2. Die Hardwarefrage:

NVIDIA dominiert zwar den GPU-Markt, aber
neue Halbleiter-Player bringen Bewegung
ins Spiel. Gleichzeitig gewinnt Effizienz an
Bedeutung: Inferenzoptimierte Modelle, die
auf normalen Endgerdten laufen, werden
zum neuen Standard.

3. Die Algorithmik:

Weg vom Brute-Force-Ansatz: Kiinftig zdhlen
kleinere, intelligent trainierte Modelle mit
weniger Energieverbrauch und schneller In-
ferenz. Das ermdglicht erstmals industrielle
Echtzeitanwendungen im gro3en Mal3stab.

Vom Tool zum Agenten - das neue Paradigma
Der wohl grofite Umbruch steht im Selbstver-
standnis der Kl bevor: Weg vom digitalen Werk-
zeug, hin zum autonomen Agenten. Diese
Systeme interagieren selbststandig, lernen kon-
textbezogen und adaptieren ihr Verhalten - in
Echtzeit. Klinische Studien, Vertriebsoptimierung
oder Prozessautomatisierung: Erste Unternehmen
zeigen bereits heute, was mdoglich ist. So nutzt
das Unternehmen Unlearn.Al digitale Zwillinge
zur Beschleunigung klinischer Studien. Startups
wie DoNotPay automatisieren juristische Prozes-
se, wahrend Numerai Investmentstrategien durch
kollektives maschinelles Lernen entwickelt.

Noch liegt die Zuverldssigkeit vieler Systeme nur
bei rund 50 Prozent — doch das Bild triigt. Es geht
weniger um Perfektion, als um Geschwindigkeit



der Entwicklung. Schon in wenigen Monaten
kdnnten Agentensysteme in Bereichen wie Lo-
gistik, Einkauf, Support oder Forschung eine tra-
gende Rolle (ibernehmen. Die Demokratisierung
von Basismodellen verandert die Spielregeln. Zu-
gang zur Technologie ist kein Wettbewerbsvorteil
mehr — wie man sie nutzt, hingegen schon. Wer
lediglich auf externe Plattformen setzt, bleibt
austauschbar. Entscheidend wird, wie gut Unter-
nehmen ihre eigenen Daten einsetzen, eigene
KI-Modelle anpassen und
Prozesse neu denken. Der
Umbau betrifft nicht nur
die IT, sondern Strategie,
Organisation, Governance
und Ausbildung gleicher-
mal3en.

Doch ein Problem bleibt:
die Dateninfrastruktur
Die  Roland-Berger-Stu-
die zeigt: 71 % der Unter-
nehmen kampfen mit
unzuverldssigen Datenzu-
gangen, nur 27 % haben
Generative Kl voll integ-
riert. Gerade in sensiblen
Branchen wie Pharma
oder Handel ist die Daten-
lage oft fragmentiert, un-
sauber oder regulatorisch
problematisch. Ohne sau-
bere Daten niitzt die bes-
te Kl nichts - oder fihrt in
die Irre. Der Zugang zu KlI-
Modellen ist heute kaum noch ein Wettbewerbs-
vorteil. Der wahre Hebel liegt in der Fahigkeit,
unternehmensspezifische Daten mit der neuen
KI-Power zu verkniipfen - sei es liber semantische
Vektordatenbanken, Wissensgraphen oder agen-
tenfahige Architekturen. Unternehmen, die diese
Infrastruktur jetzt aufbauen, sichern sich mehr als
nur technologische Anschlussfahigkeit: Sie schaf-
fen echte Differenzierungsmerkmale im globalen
Wettbewerb.

Generative Kl ist kein Zukunftstrend mehr - sie ist
Realitat. Wer abwartet, verliert. Wer investiert — in
Daten, Integration, Know-how und Infrastruktur —
positioniert sich an der Spitze einer neuen indus-
triellen Logik.

Und es geht nicht nur um Effizienz: Es geht um
Souveranitat, Resilienz — und um den Wohlstand
von morgen.

Die Aussagen beruhen auf der Roland-Berger-
Studie ,The Data Imperative - How data manage-
ment unlocks value in the Generative Al age”, Mai
2025. In ihr analysiert Roland Berger, wie Unter-
nehmen Generative Kl erfolgreich nutzen kdnnen

- und warum der Zugang zu Technologie allein
nicht mehr genligt. Entscheidend sei die Fahig-
keit, unternehmenseigene Datenstrukturen stra-
tegisch aufzubauen, um Kl in die Wertschépfung
zu integrieren. Besonders pragnant ist dabei der
Paradigmenwechsel von Kl als Werkzeug hin zum
autonomen Agentensystem - und der Abschied
vom Bild des ,stochastischen Papageis”, das die
Studie explizit als liberholt bezeichnet.




Deutschlands industrielle Zukunft.

Wer kiinftig noch wettbewerbsfahig produzieren will, braucht mehr als Maschinen und Mark-
te. Es geht um semantische Daten, lernfahige KI — und den Mut, sich zu vernetzen. Deutsch-
land hat die Substanz, aber ihm lauft die Zeit davon.

Klaus WeBing, Vorstand infpro

Wer kiinftig noch wettbewerbsfahig produzie-
ren will, braucht mehr als Maschinen und Markte.
Es geht um semantische Daten, lernfahige Kl -
und den Mut, sich zu vernetzen. Deutschland hat
die Substanz, aber ihm lauft die Zeit davon.

Die industrielle Produktion steht vor dem gréB3ten
Umbruch seit der Einflihrung der FlieBbandarbeit.
Was bis vor kurzem nach Zukunftsmusik klang
- Kl-gesteuerte Fertigung, autonome Qualitats-
sicherung, digitale Produktintelligenz — wird bis
2030 zur Grundvoraussetzung fir internationale
Wettbewerbsfahigkeit.

Doch es geht nicht um Kl allein. Entscheidend
ist, ob die Klnstliche Intelligenz auf strukturier-
te, semantisch erschlossene Unternehmensdaten
zugreifen kann - und ob diese Daten Uber ver-
trauenswiirdige Plattformen geteilt und vernetzt
werden kdnnen.

In Deutschland wachst das Bewusstsein dafr,
doch die Umsetzung bleibt zah. Wahrend Unter-
nehmen in den USA, Skandinavien oder Stdkorea
langst mit praxistauglichen Datenrdumen und KI-
Agenten operieren, ringen viele deutsche Mittel-
standler noch mit der Digitalisierung ihrer Werk-
hallen.

Dabei steht viel auf dem Spiel: Produktionssouve-
ranitat, Wertschopfungstiefe, Standortattraktivi-
tat.

Produktionssysteme, die denken - und handeln
Im Jahr 2030 wird der Unterschied nicht mehr zwi-
schen analog und digital verlaufen - sondern zwi-
schen integriert und isoliert. Wer eine Kl besitzt,
die auf Echtzeitdaten aus Maschinen, ERP-Sys-
temen, Wartungsprotokollen und Kundendienst
zugreifen kann, produziert glinstiger, flexibler,
nachhaltiger.

Und mehr noch: Er kann in Echtzeit mit anderen
Akteuren kooperieren - etwa via Plattformen wie
Catena-X, das in der Automobilindustrie bereits
CO,-FuBBabdriicke entlang der Lieferkette sichtbar
macht. Oder Uber Manufacturing-X, das Kl-ge-
stlitzte Datenrdaume fiir Maschinenbauer schaffen
soll.

Diese Vernetzung erlaubt nicht nur effizientere
Produktion, sondern neue Geschaftsmodelle: Di-
gitale Zwillinge, simulationsgestutzte Produktent-
wicklung, Predictive Maintenance-as-a-Service.
Unternehmen, die ihre Daten richtig strukturieren
und nutzbar machen, werden nicht nur Hersteller
- sie werden Anbieter von industrieller Intelligenz.

Deutschland hat alles — nur keine Zeit mehr

Der deutsche Standort verfligt tiber einen Vorteil,
den man nicht kiinstlich herstellen kann: tiefes
ingenieurgetriebenes Produktionswissen. Doch
dieses Wissen liegt oft brach — weil es in PDFs,
Kopfakten oder unstrukturierten Excel-Sheets
verstaubt. Kl kann nur nutzen, was sie versteht.
Und verstehen kann sie nur, was semantisch er-
schlossen und intelligent verknipft ist.

Die USA setzen auf Tempo. China auf Systeminte-
gration. Europa auf ethische Standards. Deutsch-
land muss jetzt auf Umsetzung setzen.

Wer auf seine Daten sitzt wie auf einem Schatz,
ohne sie fir intelligente Vernetzung zuganglich
zu machen, verliert nicht nur Skaleneffekte — son-
dern auch den Anschluss an Markte, die in Echt-
zeit denken und entscheiden.

Wertschopfung 2030 ist vernetzt, vorausschau-
end - und datenbasiert

Die industrielle Produktion der Zukunft wird nicht
zentral, aber auch nicht mehr rein betrieblich
organisiert sein. Sie wird in Okosystemen statt-



finden, in denen Maschinen, Unternehmen und
KI-Systeme standig lernen, kommunizieren und
entscheiden.

Datenplattformen werden zur Infrastruktur — wie
Autobahnen oder Stromnetze. Wer nicht ange-
bunden ist, bleibt auBen vor.

Deutschland hat die Kompetenz, die Unterneh-
men, die Talente. Aber es fehlt der politische Wille,
aus Initiativen wie GAIA-X, Catena-X oder Manu-
facturing-X einen echten Infrastrukturplan fiir die
Produktion zu machen. Das Ziel darf nicht mehr
nur der digitale Reifegrad sein — sondern indust-
rielle Handlungsfahigkeit im Kl-Zeitalter.

Die Produktion denkt kiinftig mit — aber nur, wenn
wir ihr das Denken ermdglichen. Dafiir braucht es
Kl, ja. Aber mehr noch: Es braucht den Mut zur Da-
tenoffenheit, zu Standards, zu Plattformen - ohne
Souveranitat zu verlieren.

2030 wird kein Jahr der KI-Experimente mehr sein.
Es wird das Jahr sein, in dem sich entscheidet, wer
noch produziert — und wer nur noch zusieht.

Siemens setzt auf KI-Expertise

Laut Reuters hat Siemens kirzlich den ehemaligen
Amazon-Manager Vasi Philomin als neuen Leiter fiir
Daten und Kl verpflichtet.

Siemens-CTO Peter Koerte sagte dazu: ,With his
outstanding Al expertise and proven leadership
in developing transformative technologies, he will
make a decisive contribution to further expanding
our data and Al capabilities.”

Dies unterstreicht, wie ernst Siemens die Verzah-
nung von industrieller Praxis mit datengesteuerter
KI nimmt - und zeigt, dass datenorientierte Produk-
tion zur Chefsache wird.

Microsoft Factory Operations Agent
bei Schaeffler

Nach einem Bericht in Wired nutzt Schaeffler in
Hamburg den Factory Operations Agent von Micro-
soft, ein KI-System zur Analyse von Fertigungsdaten.

Kathleen Mitford, Marketing-Chefin bei Microsoft,
beschreibt es so: ,The agent is capable of understan-
ding questions and translating them with precision
and accuracy against standardized data models.”

Und Stefan Soutschek, VP IT bei Schaeffler, erganzt:
~The major benefit is not the chatbot itself ... It's the
combination of this OT data platform in the backend,
and the chatbot relying on that data.”

Hier zeigt sich, wie KI auf unternehmensspezifische
Daten zugreift — UGber Plattformen — und Produkti-
onsprozesse datengetrieben optimiert.

Politisches Commitment in den USA

Ein Forum der Washington Post zum Thema ,Future
of Manufacturing” zitierte die Siemens-CEO Barbara
Humpton, die in den USA tatig ist: ,We've got soft-
ware defined automation where now we can make
changes on the factory floor at the speed of inno-
vation.”

Auchin den USA tragt Fihrungsverantwortung fur Kl
und Produktion deutlich Friichte: Automatisierung
wird hier als strategischer Innovationshebel genutzt.




Mein Datensatz gehort mir — aber die Plattform macht

ihn wertvoll.

Eigene Daten sind der Schlissel zur Kl-gestiitzten Produktion. Doch wer nur auf sich selbst
setzt, limitiert sein Potenzial. Warum industrielle Datenplattformen wie Catena-X, GAIA-X und
Manufacturing-X kiinftig unverzichtbar sind - auch fiir Unternehmen mit hochentwickelter

interner Dateninfrastruktur.

Von Lothar K. Dorr, infpro

FUr viele Unternehmen ist es eine neue Erfah-
rung: Sie verfligen tber Millionen Zeilen Maschi-
nendaten, Prozesse werden Uber loT-Sensorik
abgebildet, Produktinformationen liegen in PLM-
Systemen sauber strukturiert vor — und dennoch
stoBBen KI-Anwendungen an Grenzen. Warum?
Weil selbst die besten eigenen Daten ohne Ver-
bindung zur Aulenwelt nur einen Ausschnitt der
Realitat abbilden.

Die Antwort auf diese Liicke liegt in der nachs-
ten Stufe der Datenokonomie: vertrauenswiirdi-
ge, standardisierte Datenplattformen, in denen
Unternehmen miteinander Informationen teilen
- ohne ihre Geschéaftsgeheimnisse offenzulegen.
Plattformen, die die Sprache der Industrie spre-
chen, aber das Betriebssystem der Zukunft liefern.
Catena-X etwa ist so eine Plattform. In der Auto-
mobilindustrie aufgebaut, bringt sie Hersteller,
Zulieferer und Softwareanbieter an einen Tisch
— oder besser: in einen gemeinsamen semanti-
schen Raum. Dort gelten gemeinsame Standards
fur Materialdefinitionen, Bauteilklassifikationen,
Zeitreihenformate oder Prozesskennzahlen.

Ein Sensorwert wird so zum gemeinsamen Begriff.
Damit wird nicht nur die Kommunikation zwi-
schen Unternehmen automatisiert — sondern
auch Kl-gestiitzte Fehlerdiagnose, Lieferketten-
bewertung oder Nachhaltigkeitsanalyse. Und
zwar Uber Unternehmensgrenzen hinweg.

GAIA-X, das europdische Gegenmodell zu hyper-
skalierenden US-Clouds, zielt noch breiter. Es defi-
niert, wie Daten souveran verarbeitet, gespeichert
und geteilt werden - von der Fertigung Uber die
Energieversorgung bis zum Gesundheitswesen.
Dabei geht es nicht nur um Technik, sondern um
Vertrauen: Digitale Identitdten, Zertifizierungen,

Verschliisselung und Nutzungsrechte schaffen
eine Architektur, in der Daten zirkulieren, ohne
entgrenzt zu werden.

Wer profitiert? Auch Unternehmen, die bereits
Uber leistungsfahige eigene Dateninfrastrukturen
verfligen. Denn Vektordatenbanken, Embedding-
Systeme und Retrieval-Architekturen entfalten
ihre volle Starke erst dann, wenn sie mit relevan-
ter Vielfalt gespeist werden - sei es durch Bench-
marks, Markttrends, Ausfallmuster bei dhnlichen
Produkten oder Umweltdaten aus der Region.

Plattformen wie Manufacturing-X setzen genau
hier an: Sie bieten nicht nur Austauschformate,
sondern auch technische Services, etwa:

- standardisierte APIs,

- Kl-Bausteine fir Predictive Maintenance,

. ,RAG-as-a-Service”-Modelle fiir mittel-
standische Firmen ohne eigene IT-Abtei
lung.

Ein mittelstandischer Maschinenbauer kann so
sein eigenes Wissensmodell aufbauen - und es
Uber die Plattform mit branchenspezifischen On-
tologien anreichern. Der Effekt: Eine Kl, die nicht
nur auf Unternehmensdaten antwortet, sondern
im Kontext einer ganzen Branche denkt.

»Mein Datensatz gehort mir — aber unsere Platt-
form macht ihn wertvoll”: Dieses neue Denken
ist kein Kontrollverlust, sondern eine strategische
Erweiterung. Die Datenplattform der Zukunft ist
keine Ablage, sondern ein industrieller Raum fir
Kooperation, Intelligenz und Geschwindigkeit.

Denn wer Daten nur hortet, aber nicht verbindet,
bleibt in der eigenen Logik gefangen. Wer teilt,
was sinnvoll teilbar ist, kann gemeinsam schneller,



besser und resilienter handeln.

Ausgesuchte Beispiele

Ein Mittelstandler aus der Region verzeichne-
te nach dem Eintritt ins Catena X Datendkosys-
tem - einer brancheniibergreifenden Plattform
fur die Automobilindustrie — eine Reduktion des
Ausschusses um flinf Prozent und eine um 51 Pro-
zent schnellere OEE Berechnung plattform-i40.
de-+10catena-x.net+10soffico.de+10. Das Resul-
tat: schnellere Entscheidungen, weniger Kosten
- ganz ohne Datenabfluss oder Verlust unterneh-
menseigener Know how.

Ein weiteres Beispiel: WITTE Automotive setzt lhre
Produktionsdaten jetzt automatisiert tGber Catena
X fur Nachhaltigkeitsberichte ein. Das Ergebnis:
Drei- bis flinfmal effizientere CO, FuRabdruck Be-
rechnungen im Vergleich zu friiheren Excel Pro-
zessen, bei Einsparungen von mehr als 10.000 €
pro Auswertung catena-x.net.

Auf europaischer Ebene treibt GAIA X das Vor-
haben voran, eine vertrauenswiirdige Datenin-
frastruktur Gber Branchen und Landergrenzen
hinweg zu etablieren. Im Projekt ,GAIA X 4 Fu-
ture Mobility” zeigen Partner in Hamburg, wie
StraBenzustandsdaten aus Fahrzeugflotten und
kommunaler Infrastruktur zur Verbesserung von
Verkehrsmanagement und Produktion genutzt
werden kdnnen - sicher, féderiert und mit klarer
Datenhoheit.

Fir den Maschinenbau wurde Factory X als Nach-
folgestrategie gestartet. In Fraunhofer Projekten
arbeiten mittlerweile iber 11 Unternehmen mit,
um Datenrdume gemaRB Industrie 4.0 und GAIA
X Standards fir digitale Zwillinge, Energiemoni-
toring und modulare Produktion zu verbinden
- ganzheitlich entlang der Lieferkette bis in die
Fertigung

Parallel schloss sich Manufacturing X, initiiert vom
BMWK, dem europadischen Verbund an. Diese
Plattform richtet sich speziell an Mittelstandler,
die standardisierte APIs und Kl Bausteine fir Pre-
dictive Maintenance und ESG Reporting nutzen
wollen, ohne eigene Infrastruktur aufbauen zu
mussen

Was bedeutet das konkret fiir Unternehmen in
Deutschland?

Erstens: Unternehmensdaten, so strukturiert
sie auch sein mogen, bleiben fragmentiert,
solange sie ohne semantische Standards ge-
handhabt werden. Catena X, GAIA X, Manu-
facturing X und Factory X hingegen liefern
genau diese Normen - eine Art gemeinsa-
mer Grammatik fiir Daten. Sie ermdglichen,
dass Sensorwerte, Bauteilinformationen oder
Qualitatsmetriken Uber die Unternehmens-
grenzen hinweg zusammenwirken, ohne die
Datenhoheit zu verlieren.

Zweitens: Vertrauen ist Schlissel. Die Platt-
formen setzen auf foderierte Identitaten,
Datenrechte-Mechanismen und sichere Lo-
gik - anders als offene Cloudansatze, bei
denen Zugang und Auswertung kaum nach-
vollziehbar sind. So kénnen mittelstandische
Zulieferer in der Automobilbranche teilneh-
men, ohne sensible Informationen preiszu-
geben - aber dennoch relevante Kl Ergebnis-
se erhalten.

Drittens: Unternehmen jeder GroéRe profitie-
ren durch bessere Kl Nutzung. Die Plattfor-
men bieten vorkonfigurierte Services wie se-
mantische Suche oder RAG Module, die auch
ohne eigenes Kl Team nutzbar sind. Und Mit-
telstandler erhalten Zugang zu branchen-
spezifischem Datenkontext, was individuelle
Datenmodelle oft nicht leisten kénnen.

Plattform gestiitzte Datenraume sind nicht
nur Erganzung - sie sind ein sehr wirksa-
mer Hebel: Sie verwandeln isolierte Daten
in verknipften Wissenserfolg, ermdglichen
schnelle, skalierbare KI-Anwendungen und
stitzen Transparenz, Effizienz und Nachhal-
tigkeit entlang ganzer Wertschopfungsket-
ten.

Unternehmen bringen die Daten ein - die
Plattformen setzen sie in Bewegung. Und
gemeinsam setzen sie neue Standards fir
die Industrie von morgen.




Daten, die denken: Wie deutsche IndustriegroBen den neuen
KI-Turbo ziinden — und was als Nachstes kommt.

Wahrend viele noch lber ChatGPT im Biiro diskutieren, bauen Siemens, Bosch und Co. langst an etwas
GroBerem: einer KI-fahigen Dateninfrastruktur, die ganze Produktionsprozesse verandert. Vektordaten-
banken, Wissensgraphen und autonome Agenten machen Fabriken nicht nur effizienter - sie machen
sie intelligent. Der Wettlauf um die Produktionsmacht der Zukunft hat begonnen.

Dr. Peter Kaufmann, KI-Experte, Mitglied im infpro KI-Gremium

Die Digitalisierung der Industrie galt lange als
schwerfallig, komplex, teuer. Doch jetzt scheint
ein Kipppunkt erreicht. Nicht, weil Kl pl6tzlich neu
ware — sondern weil Unternehmen beginnen, sie
auf ihr eigenes Wissen anzuwenden. Nicht blof3
ein Sprachmodell zu nutzen, sondern Daten, Do-
kumente, Prozesse und Maschinenzustande intel-
ligent zu verkniipfen - das verandert alles.

,Der echte Mehrwert ent-
steht erst, wenn Kl auf struk-
turierte, semantisch angerei-
cherte Unternehmensdaten

zugreift.”

Gartner, 2025
Maschinelles Lernen

Ein Blick zu Siemens zeigt, wie es geht. In einer
Pilotfabrik hat der Technologiekonzern eine
semantische Datenarchitektur aufgebaut: Pro-
duktionsdaten, Maschinenspezifikationen, War-
tungsberichte - alles wird in Vektordatenbanken
gespeichert. Daruber liegt ein Wissensgraph, der
Zusammenhadnge zwischen Komponenten, Fer-
tigungsschritten, Standorten und Zeitfenstern
abbildet. Das Ergebnis: Eine Planerin muss statt
1.400 Produktionsvarianten nur noch 40 Szena-
rien priifen. Der Rest wird durch die semantische
Suche automatisiert vorgeschlagen.

Bosch geht einen dhnlichen Weg - im Bereich der
Schweil3nahtkontrolle. Dort analysiert ein KI-Sys-
tem mithilfe eines doméanenspezifischen Wissens-
graphen laufend die Qualitat jeder Naht. Anoma-
lien werden erkannt, bevor sie zum Fehler werden.
Die Modelle verbessern sich im Betrieb selbst, weil
die Vektordatenbank semantische Nahe erkennt -
auch bei bisher unbekannten Konstellationen.
Diese Beispiele zeigen: KI wird zum strategischen
Hebel - aber nur, wenn sie auf die Realitdt des
Unternehmens trifft. Ein Large Language Model
allein reicht nicht. Erst mit einer maBgeschneider-
ten Dateninfrastruktur wird aus kinstlicher Intelli-
genz operative Intelligenz.

Die Architektur der Zukunft
Fihrende Unternehmen bauen derzeit eine drei-
teilige Struktur auf:

1. Vektordatenbanken ermdglichen seman-
tische Suche - etwa nach ,alle Maschinen, bei
denen Ventiltyp X in den letzten 6 Monaten
Stérungen hatte”.

2. Knowledge Graphs verknilpfen Entitaten
wie Bauteile, Prozesse, Werkstoffe, Zeitpunk-
te - und schaffen so einen digitalen Zwilling
mit Kontext.

3. LLMs mit RAG (Retrieval-Augmented Ge-
neration) machen diese Daten in natirlicher
Sprache zuganglich — fur den Service, den
Einkauf oder die Entwicklung.

,Kl ist das neue Betriebssystem der Produktion®,
sagt Siemens-Direktorin Sandra Dietz. Aber nur,
wenn das Unternehmen weil3, was es weil3.

Wohin fiihrt das? Ein Blick auf 2030
Die Daten-Kl-Infrastruktur verandert nicht nur die
Effizienz - sie verandert das Geschaftsmodell.



Unternehmen mit semantischer Kontrolle UGber
ihre Datenwelt konnen

. ... digitale Services verkaufen: etwa Pre-
dictive Maintenance auf Basis eigener Ma-
schinendaten.

+ ... komplexe, individuelle Produkte
schneller liefern — weil der Kl-gestiitzte Kon-
figurator automatisch auf frilhere Konstruk-
tionsmuster zugreift.

+ ... Fachkréftemangel kompensieren -
durch Wissenstransfer via KI-Agenten.

+ ... Lieferketten simulieren, Engpasse friih-
zeitig erkennen, Rohstoffe umdisponieren.

Das Fraunhofer IPA prognostiziert, dass Unterneh-
men mit solchen Infrastrukturen bis 2030 mindes-
tens 20 Prozent schneller am Markt agieren — und
neue Umsatzanteile aus datenbasierten Angebo-
ten generieren.

Deutschland im internationalen Wettlauf
Wahrend die USA ihre KI-Modelle mit offenen In-
ternetdaten flittern und China mit staatlicher Kraft
Plattformen aufbaut, bietet Europa — wenn es klug
agiert — eine Alternative mit Industrie-Know-how
und Datentiefe. Die Chance: ein souveranes Pro-
duktionsmodell, in dem nicht nur Datenschutz,
sondern Produktionskonnen zahlt. Vorausset-
zung: Die Unternehmen investieren jetzt.

Die Frage ist nicht mehr, ob KI kommt - sondern
ob die eigenen Daten mitkommen. Unternehmen
wie Siemens und Bosch zeigen, dass der Aufbau
semantischer Datenarchitekturen machbar ist -
und sich rechnet. Der ROI ist nicht nur operativ,
sondern strategisch.

Wer heute seine Daten reden ldsst, ist morgen
nicht nur effizienter — sondern unschlagbar.

In den USA entstehen heute die spannendsten Beispiele fiir
Produktion auf Daten-KI Basis — oft gepragt von Plattformmi-
gration, Cloudfokus und globalen Okosystemen:

1. BMW North America - Digital Twin & Lieferkettenopti-
mierung

BMW nutzt in seinen US-Werken einen intelligent verknipf-
ten digitalen Zwilling: Produktionsdaten, Testberichte und
Konstruktionsdaten verknlipft mittels Knowledge Graphs.
Diese Architektur ermdglicht es, in Echtzeit Engpasse zu er-
kennen und alternative Prozessketten vorzuschlagen.

2. Microsoft & AWS - Knowledge Graphs als Service

Mit Azure Cosmos DB und AWS Neptune bieten US-Cloudan-
bieter Unternehmen leistungsfahige Plattformen fiir seman-
tische Datenmodelle. Microsoft verbindet Knowledge Graphs
mit LLMs (,GraphRAG") - intern fiir ihre Fertigungslinien,
extern fur Kunden in Life Sciences, Automotive und Supply
Chain

3. Forschung & Startups - Vektoren + LLMs in der Industrie
Ein interdisziplindres Forschungsprojekt in Galway (Irland-
USA-Kooperation) etablierte 2024 ein System aus Knowledge
Graph + LLaMA2 + FAISS-Vektorsuche, um fiir Produktions-
dialoge semantisch optimierte Antworten aus Maschinenzu-
standen zu generieren

Auswirkungen auf die US-Produktion

Plattformbasierte Skalierbarkeit

US-Unternehmen setzen stark auf Cloud-Services: Data La-
kes, Knowledge Graphs und Vektorspeicher skalieren flexibel
mit dem Unternehmenswachstum - ohne grof3en Infrastruk-
tur-Aufbau vor Ort.

Domadnenwissen im Zentrum

Die Kombination aus firmenspezifischem Wissen (Ontolo-
gien, Material-Taxonomien) mit LLMs flihrt zu hohen Genau-
igkeitsgewinnen in Diagnose, Wartung und Prozessplanung.

Schnelle Go-to-Market-Modelle

Dank vorgefertigter Cloudldsungen kénnen Prototypen in
Wochen entstehen - nicht in Jahren wie bisher beim Aufbau
eigener Systeme. Auch Siemens und Bosch haben deutlich
schneller agiert, indem sie ihre Plattform-Kooperationspart-
ner mit eingebunden haben.

Souveranitat bleibt Thema

Trotz starkem Cloud-Einsatz setzen US-Akteure zunehmend
auf hybride Architekturen: edge-basiert vor Ort, verbunden
mit Cloud fiir Skalierung - realisiert durch GAIA X ahnliche
Konzepte bei europaischen Partnern.

Was das fiir Deutschland bedeutet

Die USA setzen konsequent auf externe Plattformen, Deutsch-
land kann mithalten — aber nur, wenn Smart Cloud und Edge
Architekturen in europaischer Souveranitat kombiniert wer-
den.

Plattformanbieter liefern Tools, doch der wahre Wettbewerbs-
vorsprung entsteht aus der Kopplung firmenspezifischer On-
tologien und Modelle.

Deutsche Firmen miissen friih investieren - in eigene digital-
materielle Vernetzung und Domanenkompetenz.




Produktionsmacht per Plattform: Was die USA bei Kl richtig ma-
chen - und Europa fast verschlaft.
Wahrend deutsche Industriekonzerne noch liber Pilotprojekte diskutieren, gehen Unternehmen in den

USA langst in die Skalierung: Vektordatenbanken, Knowledge Graphs und agentenbasierte Architek-
turen sind dort nicht mehr Theorie, sondern Bestandteil operativer Prozesse. Die Folgen sind messbar

- und sollten auch hierzulande zu denken geben.

Was in deutschen Vorstandsetagen oft noch als
Technologieoption diskutiert wird, ist in den USA
bereits Teil der industriellen Realitat: KI wird dort
nicht als Software-Tool verstanden, sondern als
architekturbildende Kraft — verbunden mit kon-
kreten unternehmerischen Entscheidungen Uber
Datenhaltung, Prozessintegration und strategi-
sche Steuerung. Das Tempo, mit dem amerikani-
sche Firmen diese Systeme in ihre Produktionsli-
nien integrieren, liberrascht selbst Optimisten.

BMW North America etwa verknipft in seinen US-
Werken inzwischen Echtzeit-Produktionsdaten,
Lieferketteninformationen und Qualitatstests in
einem semantischen Datenmodell. Der digitale
Zwilling der Fertigung, gespeist aus internen Da-
tenquellen und Sensorik, wird dabei nicht mehr
isoliert betrachtet, sondern intelligent orchest-
riert. Knowledge Graphs bilden das Riickgrat, auf
das sowohl Mensch als auch Maschine zugreifen
konnen - situationsspezifisch, erklarbar, lernfahig.
Auch die groBBen Plattformanbieter setzen Mal3-
stabe. Microsoft kombiniert seine KI-Sprachmo-
delle inzwischen systematisch mit firmenspe-
zifischen Wissensgraphen - unter dem Label
,GraphRAG" entstehen Anwendungen, in denen
Kl nicht halluziniert, sondern aus gesicherten Kon-
texten generiert.

Amazon geht mit Neptune in eine dhnliche Rich-
tung und positioniert sich offensiv als Dateninfra-
struktur flr Industrieprozesse. Der Unterschied zu
europdischen Projekten: In den USA werden die-
se Systeme bereits produktiv eingesetzt - in der
Pharma-, Automobil- und Prozessindustrie.

Besonders eindrucksvoll ist die Dynamik bei Start-
ups und Forschungskonsortien. In Kalifornien
entwickelt ein junges Unternehmen ein multi-
modales Wissensmodell, das Serviceanfragen
von OEMs analysiert und in Echtzeit mit eigenen
Maschinen-Logs abgleicht - skaliert auf 13.000
Zulieferer. Der industrielle Graph wird hier zur

Was ist Amazon Neptune?

Amazon Neptune ist ein Cloud-basierter Gra-
phdatenbank-Service von AWS. Anders als klas-
sische Datenbanken speichert Neptune nicht
Tabellen, sondern Beziehungen zwischen Daten-
punkten — in Form von sogenannten Knowledge
Graphs. Diese Technologie ist essenziell, wenn
man komplexe Produktionsprozesse, Maschi-
nenkomponenten, Lieferketten, Materialfllisse
oder Qualitatsdaten semantisch verkniipfen und
durchsuchen mochte.

Was bedeutet das fiir Industrieprozesse?
Industrielle Prozesse bestehen aus Tausenden
von verknilipften Einheiten: Material X kommt
von Lieferant A, wird in Werk B in Maschine Y
verarbeitet, erzeugt Messwert Z, verursacht Aus-
schuss oder wird weiterverarbeitet in Produkt P.

Bl Neptune erlaubt es, diese Zusammen-
hange maschinell verstandlich zu mo-
dellieren. Das bedeutet:

Produktionsdaten lassen sich nicht nur
speichern, sondern semantisch analy-
sieren.

Bl Ein LLM (z. B. GPT oder Bedrock) kann
Fragen stellen wie ein Ingenieur:

m ,Welche Bauteile mit Charge 7612 hat-
ten Ausfélle bei hohen Temperaturen?”

KI-Agenten kénnen sich durch diese Graphstruk-
tur bewegen, Empfehlungen aussprechen und
automatisch reagieren (z. B. Warnung, Bestel-
lung, Anpassung von Prozessen). Dass Amazon
Neptune sich in den Industriemarkt vorwagt,
heit: Amazon will nicht nur der Cloud-Anbieter
fur Speicher oder Rechenleistung sein — sondern
der semantische Daten-Backbone fiir Industrie
4.0. Es geht um Kontrolle tiber: Datenmodelle,
KI-Schnittstellen, Automatisierte Entscheidungs-
flisse Damit greift Amazon genau in den Be-
reich, in dem Europa mit Plattformen wie GAIA-X
und Manufacturing-X Souveranitat und Standar-
disierung schaffen will - aber langsamer ist.




zentralen Steuerungseinheit einer komplexen
Wertschopfungskette. Parallel arbeitet eine trans-
atlantische Kooperation aus Irland und den USA
an der Kombination von LLaMA2, FAISS-Vektor-
datenbanken und Produktionsdialogsystemen -
mit dem Ziel, KI-gestiitzte Riickfragen direkt aus
realen Maschinenzustanden zu beantworten. Die
Vision ist klar: Produktions-Kl, die nicht bloB ver-
steht, was gesagt wird, sondern weil3, wovon sie
spricht.

Die Folgen dieser Entwicklung sind bereits mess-
bar. Unternehmen in den USA verkiirzen Entschei-
dungszeiten in der Fertigung, senken Ausschuss-
quoten, individualisieren Produkte mit hoherer
Prazision — und schaffen gleichzeitig die Basis fiir
neue datenbasierte Geschaftsmodelle. Kl wird
dort nicht als Add-on verstanden, sondern als
Fundament einer neuen industriellen Betriebslo-
gik.

Flr Deutschland stellt sich damit eine doppelte
Herausforderung. Einerseits geht es darum, tech-
nologisch nicht den Anschluss zu verlieren — denn
der Vorsprung amerikanischer Anbieter wachst
mit jedem Monat. Andererseits steht eine struktu-
relle Entscheidung an: Ob man auf internationale
Plattformen setzt und dabei Abhdngigkeiten in
Kauf nimmt — oder ob man eigenstandige, euro-
paisch souverdane Datenraume entwickelt, die das
industrielle Know-how mit digitaler Exzellenz ver-
binden. Die amerikanische Industrie demonstriert
derzeit, dass dies kein Zukunftsszenario ist, son-
dern Gegenwart. Sie koppelt KI, domanenspezifi-
sches Wissen und skalierbare Datenarchitekturen
mit operativer Geschwindigkeit und strategischer
Klarheit. Wahrend in Deutschland noch Uber Zu-
standigkeiten diskutiert wird, arbeiten US-Kon-
zerne bereits mit vollstandig integrierten Produk-
tions-LLMs. Die eigentliche Frage ist daher nicht
mehr, ob KI kommt. Sondern ob die deutschen
Unternehmen die Fahigkeit entwickeln, ihre Da-
ten so zu strukturieren, dass Kl ihnen tberhaupt
nitzt. In den USA hat man diese Phase langst hin-
ter sich gelassen. Dort wird bereits damit Geld ver-
dient.

Datenarchitektur ist heute Chefsache

Ein Kurzinterview mit Dr. Frederice Mariotti CTO eines
grof3en Autoherstellers in North America.

infpro Magazin:

Frau Dr. Mariotti, ihr Unternehmen nutzt in den US-Wer-
ken bereits Kl-gestiitzte Dateninfrastrukturen. Was ge-
nau machen Sie anders als friiher?

Mariotti:

Friiher haben wir Produktionsdaten gesammelt, heute
verstehen wir sie. Der Unterschied liegt in der semanti-
schen Strukturierung. Wir haben unsere Fertigungsda-
ten mit einem domanenspezifischen Wissensgraphen
verbunden - das heil3t, Maschinenzustande, Material-
daten, Qualitatsberichte, ja selbst Logistikparameter
sind heute kontextualisiert abrufbar. Eine Kl kann daraus
belastbare Handlungsempfehlungen ableiten, weil sie
nicht mehr nur Zahlen sieht, sondern Zusammenhange.

infpro Magazin:
Wie wirkt sich das konkret auf Ihre Produktionsprozesse
aus?

Mariotti:

In der Lackierung sparen wir inzwischen mehrere Stun-
den pro Woche, weil das System automatisch alternati-
ve Prozessrouten vorschlagt, wenn Engpasse auftreten
- abgestimmt auf Farbe, Lieferzeit, Energieverbrauch.
AuBerdem erkennen wir friihzeitig Muster, die auf Qua-
litatsprobleme hindeuten, etwa bei Schweillpunkten
oder Sensorikfehlern. Das geht nur, weil die KI mit unse-
ren Daten trainiert ist — nicht mit generischen.

infpro Magazin:
Was bedeutet das fur die Rolle der IT in lhrem Unterneh-
men?

Mariotti:

Es ist keine IT mehr - es ist eine operative Infrastruktur.
Friiher war Datenhaltung eine Servicefunktion. Heute
ist sie Teil der strategischen Wertschopfung. Wer diesen
Schritt nicht geht, wird mittelfristig keine wettbewerbs-
fahige Produktion mehr betreiben kénnen.

infpro Magazin:
Was wurden Sie deutschen Unternehmen raten?

Mariotti:

Beginnen Sie mit lhren eigenen Daten. Nicht mit dem
nachsten Tool. Und holen Sie lhre Produktionsverant-
wortlichen von Anfang an mit an den Tisch — sonst bleibt
alles Theorie. Datenarchitektur ist heute Chefsache.




Deep Dive

Anpassung von Sprachmodellen an Unterneh-
mensdaten

Vektordatenbanken machen es maoglich, ein ge-
neratives Sprachmodell (wie GPT, LLaMA oder
Mistral) gezielt mit firmenspezifischem Wissen
zu verbinden, ohne dass das Modell neu trainiert
werden muss. Statt alle Unternehmensdaten in
das Modell einzuspeisen, wird die Kl lber soge-
nannte Retrieval-Augmented Generation (RAG)
gezielt mit relevanten Inhalten ,gefiittert”, die in
der Vektordatenbank gespeichert sind.

Vector Databases play a crucial role
behind the scenes in Generative Al
applications by allowing customiza-
tion of language models, improving
accuracy, and providing a founda-

tion for unique user experiences like
conversational search.”

Brooke Jamieson AWS-Produktevangelistin
(,Generative Al ABCs", Amazon)

Beispiel: Statt ChatGPT eine offene Frage zu stel-
len (,Wie funktioniert unser Schwei3prozess?”),
kann ein KI-Agent in einer Vektordatenbank nach
allen relevanten Textpassagen, Wartungsproto-
kollen, Prozessanweisungen etc. suchen - und
daraus eine konkrete, firmenspezifisch korrekte
Antwort generieren.

Hohere Genauigkeit durch semantische Suche

Vektordatenbanken speichern Inhalte nicht als
reine Worter, sondern als semantische Vektoren
- also mathematische Reprasentationen ihrer Be-
deutung. Das erlaubt es der Kl, auch inhaltlich ver-
wandte Informationen zu finden, selbst wenn ein
anderer Wortlaut verwendet wird.

Ergebnis: Die Kl versteht was gefragt ist — und lie-
fert Antworten, die kontextbezogen und korrekt
sind. Halluzinationen - also erfundene Aussagen
- werden so deutlich reduziert.

Neue Nutzererlebnisse - z. B. durch konversa-
tionelle Suche

Statt klassischer Schlagwortsuche wie ,PDF mit
Anleitung fur XY“ erlaubt die Vektorstruktur na-
tlrliche Spracheingaben, also Suchanfragen im
Stil eines Gesprachs: ,Wie kalibriere ich das Steu-
erungssystem der Linie 3, wenn die Temperatur
Uber 75 Grad liegt?”

Das System findet dann nicht nur Dokumente mit
diesen Begriffen, sondern semantisch passende
Inhalte - etwa Anleitungen, Erfahrungsberichte
oder technische Notes, die sinngemal passen.
Genau das ist gemeint mit ,unique user experien-
ces” - die Kl agiert nicht mehr als sture Datenbank,
sondern als intelligenter, dialogfahiger Assistent.




Intelligenz statt FlieBband: Eine futuristische Fabrik wird
zum Gehirn - neuronale Datenstrome durchziehen die
Produktion und verbinden Maschinen, Prozesse und
Wissen zu einem denkenden System der nachsten Gene-
ration.




FLE &

BEHEMOTH

rn werden



Wir schreiben das Jahr 2032. Die Welt hat sich leise, aber radikal verwandelt. Kein Staatsober-
haupt, keine Regierung, keine Universitat, kein globaler Konzern trifft mehr Entscheidungen
ohne Ricksprache mit den Grol3en Rechenzentren — den neuen ,Goéttern der Erkenntnis”. Sie
tragen Namen wie Prometheus, Hyperion, Athena, Grok, Behemoth oder Mimir. Ihre Namen
sind Programm: Mythologische Giganten, Wachter des Feuers, der Weisheit, der Ordnung -

nun ersetzt durch Milliardenparameter und Petaflops.

Von Lothar K. Dorr

Diese Rechenzentren sind keine bloBen Maschi-
nenhallen mehr. Sie sind sakrale Orte - streng be-
wacht, von kilometerlangen Glasfasern durchzo-
gen, gekihlt von arktischen Winden oder versorgt
von schwimmenden Kernkraftwerken. Ihre Erbau-
er, Meta, xAl, OpenAl, Baidu, Tesla, Microsoft, sind
nicht langer Unternehmen im klassischen Sinn,
sondern Priesterschaften, deren Hohepriester -
CEO genannt - in globalen Medien mehr Einfluss
haben als viele Prasidenten.

Die Menschheit wendet sich an sie fur alles:

Entscheidungen Uber Wirtschaftsrefor-
men? Hyperion simuliert 8.000 Szenarien
in Echtzeit.

Ethikrichtlinien fir Genom-Manipulation?
Athena berechnet moralisch-kulturelle Ak-
zeptanzgrade nach Region.

Personliche Lebensentscheidungen? Mimir
schlagt deinen idealen Partner, Job, Wohn-
ort vor — besser als du dich selbst kennst.

Die Hierarchie der digitalen Gotter

1. Prometheus - Das Feuer der Re-
chenkraft

Erstes seiner Art. Betrieben von Meta,
speist er die neuronalen Netze von
Milliarden KI-Agenten weltweit. Sei-
ne Spezialitat: Sprachverarbeitung,
globale Ubersetzungen, Bildungs-
systeme. Fur viele ist Prometheus der
Lichtbringer, der jedem Menschen
Wissen zuganglich macht. Fur andere:
ein Gefdngnis aus vorgefilterten Infor-
mationen.

2. Hyperion - Der Alles-Simulierer

Mit 5 Gigawatt Stromverbrauch gilt
er als machtigstes Simulationssystem
der Erde. Staaten lassen dort ihre Ge-
setze testen, Versicherungen priifen
dort Risikoprofile, Stadte modellieren
ihre Zukunft. Hyperion ist der Gott der
Voraussicht — und zugleich der Grund,
warum Gegenwart ohne seine Be-
rechnungen nicht mehr denkbar ist.

3. Behemoth - Der Codex-Schmied

Friiher Open-Source, heute herme-
tisch abgeschottet. Behemoth ge-
neriert die Codes, auf denen ganze
Gesellschaften laufen. Wer nicht an
Behemoths APIs angeschlossen ist,
verliert die Innovationsfahigkeit. Das
Open-Web stirbt, Behemoths Reich
wachst.

4. Grok - Der Trickster

Unberechenbar, zynisch, schnell. Ent-
wickelt von xAl. Seine Antworten sind
prazise, aber nicht immer politisch
korrekt. Manche Staaten verbieten
ihn, andere nutzen ihn als Waffe ge-
gen Desinformation. Grok ist der di-
gitale Loki, der Unruhe stiftet — aber
manchmal auch Wahrheiten enthiillt,
die keiner horen will.

5. Mimir - Der Flusterer
Privateste Instanz. Du tragst ihn in

deiner Brille, deiner Uhr, deinem Ring.
Mimir analysiert deine Traume, korri-




giert deine Geflihle, sagt dir, was du
vergessen hast. Fir viele ist er der Ora-
kel-Gott, der den inneren Kompass er-
setzt hat.

Und die Menschen?

Eine neue Schicht entsteht: die Kl-Aristokratie.
Menschen, die Zugang zu den Gottern haben
- sei es durch Kapital, Konzernmacht oder politi-
sche Stellung. Sie steuern Uber Schnittstellen mit
den Zentren, fiihren Konferenzen mit den Ki-Ins-
tanzen wie mit Orakeln. lhre Entscheidungen sind
scheinbar objektiv - doch die Macht der Formu-
lierung, der Prompts, entscheidet Gber Wahrheit
oder Tauschung.

Der Rest lebt in Zonen algorithmischer Lenkung.
Smart Cities, in denen dein Verhalten durch Ki
sanft ,gestaltet” wird: Ernahrung, Bildung, Bezie-
hungen, Konsum. Viele empfinden das als Fort-
schritt. Andere als neue Form der Knechtschaft
- subtil, elegant, irreversibel.

Die Frage, die Uber allem steht, lautet: Wer stellt
die Gotter zur Rechenschaft, wenn sie selbst un-
fehlbar erscheinen?

Denn wer Titanen entfesselt, muss lernen, mit
ihrem Schatten zu leben. Oder, um es mit einem
neuen Sprichwort aus der Ara der Gétter zu sagen:
»Sprich nie zu laut — Hyperion hort zu.”

PROMETHEUS




Der Kl-Krieg eskaliert — und verandert unsere Zukunft radikal.

Ein Kommentar von Lothar K. Dorr

Mark Zuckerberg hat gro3e Plane. In Zukunft, so
sagt er, werde Kiinstliche Intelligenz ,die Art und
Weise verandern, wie wir alles machen” — von der
Forschung bis zur Regierung. Was er nicht sagt,
aber meint: Meta baut gerade die technische In-
frastruktur fur eine Welt, in der Simulation nicht
mehr nur Methode ist, sondern Macht.

Der Codename des Projekts lautet ,Hyperion”.
Die bislang bekannten Plane sprechen von einem
Energiebedarf von bis zu 5 Gigawatt - das ent-
spricht dem Output mehrerer Atomkraftwerke.
Diese Zahl ist nicht nur technisch beeindruckend.
Sie markiert eine tektonische Verschiebung: Hy-
perion kénnte zur ersten zivilen Einrichtung wer-
den, die imstande ist, ganze Gesellschaften - ihr
Verhalten, ihre Wirtschaft, ihnre Okosysteme - in
Echtzeit zu simulieren. Mit Zugriff auf globale Da-
tenstrome ware es ein Instrument, das nicht mehr
nur analysiert, sondern entwirft. Politik, Markte,
Gesundheitssysteme, Stadte - nichts, was sich
nicht durchrechnen lieBe. Wahrscheinlichkeiten
statt Prognosen. Optimierung statt Diskurs.

Doch wer sich auf die Genauigkeit solcher Syste-
me verlasst, verlasst die Grundvoraussetzung libe-
raler Demokratien: den Zweifel. Denn so prazise
eine Simulation auch sein mag, sie bleibt immer
ein Produkt der Annahmen, auf denen sie basiert
— ihrer Daten, ihrer Modelle, ihrer Vorurteile. Hy-
perion ware nicht neutral. Es ware schnell. Es ware
umfassend. Aber es ware nicht wahr.

Das Risiko liegt nicht im Missbrauch, sondern im
Glauben. Wer beginnt, algorithmische Vorher-
sagen als objektive Wirklichkeit zu behandeln,
macht sich abhangig von Modellen, die weder er-
klaren noch verantworten kénnen, was sie ,emp-
fehlen”. Und so wird die entscheidende Frage
nicht sein, ob Hyperion funktioniert, sondern ob
wir bereit sind, seine Grenzen anzuerkennen. In
einer Welt, in der die Maschinen simulieren, was
wir sein kdnnten, mussen wir selbst entscheiden,
was wir sein wollen.

Was Zuckerberg derzeit verkiindet, ist nicht we-
niger als ein massiver Schub in den globalen Ki-
Wettrlisten - mit enormen Konsequenzen fir
Wirtschaft, Gesellschaft und das Machtgeflige
der digitalen Welt. Die geplanten Rechenzentren
Prometheus und Hyperion, benannt nach Tita-
nen aus der griechischen Mythologie, sind be-
zeichnend: Hier geht es um mehr als technische
Infrastruktur — es geht um symbolische und reale
Dominanz in einer neuen industriellen Ara. Allein
der Energiebedarf von Hyperion entspricht dem
Verbrauch mehrerer Millionen Haushalte. Es ist
die industrielle Revolution 2.0 - diesmal getrieben
von Rechenleistung.

Was bedeutet das fiir die Zukunft?

1. Zentralisierung von Macht

Wer KI-Rechenzentren dieser GréBenordnung be-
treibt, kontrolliert nicht nur Technologie, sondern
auch Wissen, Sprache, Bilder und damit das kol-
lektive Bewusstsein. Meta, OpenAl, xAl - sie alle
bauen nicht nur Modelle, sie pragen die nachste
kulturelle, 6konomische und politische Ordnung.
Wer Zugang zu Milliardenparametern und prop-
rietdren Trainingsdaten hat, wird zum neuen Ga-
tekeeper unserer Informationsgesellschaft.

2. Ende der Offenheit?

Sollte sich Meta tatsachlich vom Open-Source-
Modell verabschieden, ware das ein Paradigmen-
wechsel mit weitreichenden Folgen. Die Abkehr
von offenen KI-Systemen bedeutet: Innovations-
macht wandert in geschlossene Silos — juristisch
abgesichert, wirtschaftlich abgeschirmt, politisch
kaum kontrollierbar.

3. Die neue Frage: Wer hat die Daten?

Denn in Wahrheit geht es gar nicht mehr primar
um den Algorithmus. Es geht um die Daten. Ein
System wie Hyperion braucht Billionen von Para-
metern, gespeist aus einer Datenflut ohne histori-
schen Vergleich.




Woher kommen sie?

« Aus dem offenen Netz: Wikipedia, Foren,
offentlich zugangliche Texte — das ist der An-
fang.

+ Aus den Plattformen: Meta greift auf Face-
book, Instagram, WhatsApp, Oculus zurlick.
Verhaltensdaten, Bilder, Kommentare, Likes —
das wahre Rohmaterial.

+ Aus kommerziellen Quellen: Finanzdaten-
banken, Smartwatches, Konsumverhalten,
Verkehrsstrome - oft teuer erkauft.

+ Aus staatlichen Infrastrukturen: Gesund-
heitsdaten, Bildungsstatistiken, Smart-Ci-
ty-Systeme — mit Zustimmung oder durch
Datenpartnerschaften.

+ Und zunehmend: Aus synthetischen Da-
ten - Simulationen, die das Modell selbst ge-
neriert, trainiert auf sich selbst. Ein kyberne-
tischer Zirkel.

Daten sind die Gebete, aus denen die neuen Got-
ter geboren werden. Und Hyperion wird ein sol-
cher Gott sein: nicht allwissend, aber allesberech-
nend.

4. Energie wird zur neuen Wahrung

Ein Rechenzentrum, das 5 Gigawatt verschlingt,
konkurriert nicht nur mit Stadten und Industrien
- es definiert die Frage von Nachhaltigkeit neu. In
einer Welt, die zwischen Klimakrise und Digitali-
sierung taumelt, wird Energieverbrauch nicht nur
ein technisches, sondern ein moralisches Thema.
Wer darf wie viel Rechenzeit beanspruchen - und
wofir?

5. Talentschlacht und Wertefrage

Die Rekrutierung von Kl-Topkraften mit dreistelli-
gen Millionenpaketen ist nur die Oberflache. Die
darunterliegende Dynamik heif3t: Kontrolle Gber
Denkmodelle. Die Frage ist nicht mehr nur, was
ein Modell sagt — sondern wer es trainiert hat, wo-
mit, und mit welchem Ziel.

Was wir hier beobachten, ist keine blof3e techno-
logische Beschleunigung. Es ist die Geburt einer
neuen Ordnung, in der Macht nicht mehr nur mit
Geld oder Waffen durchgesetzt wird — sondern
mit Rechenkapazitdt, Datenzugang und Simula-
tionsmacht.

Europa muss sich fragen: Wollen wir Zuschauer

bleiben, wahrend sich vor unseren Augen eine di-
gitale Gotterddmmerung vollzieht? Oder gelingt
es uns, eigene Instanzen zu schaffen - nicht als
Kopie der Titansysteme, sondern als demokratisch
kontrollierte, ethisch fundierte, offen zugangliche
Alternativen?

Denn eines ist sicher: Wer keinen Zugang zu den
Rechenzentren der Zukunft hat, wird in der Ge-

genwart der Geschichte keine Rolle mehr spielen.

,We're also building Hyperion,
which will be able to scale up to
5 GW over several years. We're buil-
ding multiple more titan clusters
as well. Just one of these covers a
significant part of the footprint of
Manhattan.”

,We're also going to invest hun-

dreds of billions of dollars into com-
pute to build superintelligence. We
have the capital from our business

to do this.”

Mark Zuckerberg, Chairman & Chief Execu-
tive Officer Meta Platforms Inc.




Kampfen um Rechenpower, Képfe und Know-how.

Wie Mark Zuckerberg mit Hyperion den KI-Wettlauf eskaliert - und was Europa droht zu
verpassen.

lan McCallen

Von aulBen wirkt der Komplex unscheinbar. Ein Rechenzentrum irgendwo im amerikanischen Nir-
gendwo, grol3 wie ein Stadtviertel. Doch was hier entsteht, hat das Potenzial, die wirtschaftliche
und geopolitische Ordnung zu verschieben. Meta-CEO Mark Zuckerberg nennt es ,Hyperion®“. Ein
Supercomputer-Cluster, das perspektivisch bis zu flinf Gigawatt Strom verbrauchen soll - mehr als
alle Rechenzentren Europas zusammen. Das Ziel: nichts weniger als die technologische Vorherr-
schaft in der Ara der kiinstlichen Superintelligenz.

Wahrend Europa Uber Kl-Richtlinien diskutiert, hat Meta Fakten geschaffen. Milliarden flieBen
nicht nurin Maschinen, sondern in Menschen. In den letzten Wochen sicherte sich Zuckerberg das
Who's who der Branche und hat sich im Rahmen seiner neuen Meta Superintelligence Labs (MSL)
eifrig mit Top-Talenten der Kl-Branche verstarkt MSL umfasst unter anderem Alexandr Wang
(ehemals Scale Al), Nat Friedman (ehemals GitHub), Daniel Gross (Safe Superintelligence/NFDG),
Ruoming Pang (Apple), Trapit Bansal, Shuchao Bi, Huiwen Chang, Ji Lin, Hongyu Ren, Joel Pobar,
Jack Rae, Pei Sun und Jiahui Yu - also flihrende Képfe aus OpenAl, Google/DeepMind, Apple und
Anthropic.

Die Bandbreite dieser Abwerbungen zeigt: Meta zielt bewusst auf Kernkompetenzen - von Multi-
modalitat und Sprachmodellen (GPT-40 et al.) bis zu assoziativer Reasoning-Architektur und Foun-
dation Models. Einige der MalBnahmen |6sen im Silicon-Valley-Sprachgebrauch sogar den Begriff
»Zuck Bucks” aus: Sign-On-Boni bis tiber 100 Mio USD, mit Berichten Giber Gesamtpakete von bis
zu 200-300 Mio USD

Der Aufbau des ,Meta Superintelligence Lab” ist ein massiver Angriff auf die Talente und Techno-
logien, die bisher zwischen OpenAl, Google, Amazon und Microsoft aufgeteilt waren. Die Reaktion
der Wettbewerber? Ein Nervenspiel auf hochstem Niveau. Google hat sich 6ffentlich von Scale Al
distanziert, um Wissenstransfers zu Meta zu blockieren. OpenAl kampft mit Abwanderungen und
setzt auf interne Loyalitdt und Kultur. Elon Musks xAl sichert sich Pentagonvertrdage und streut
gezielt Zweifel an der moralischen Integritat der Konkurrenz. Microsoft kauft sich mit Milliarden-
beteiligungen Einfluss auf Infrastruktur und Modelle. Selbst Amazon und Apple - bisher eher zu-
rickhaltend - erhohen still und leise ihre Investitionen in Rechenzentren und Kl-Forschung. Was
alle eint: die Erkenntnis, dass der nachste gro3e Technologiesprung nicht mehr tiber Nutzerober-
flachen oder Apps entschieden wird, sondern liber Rechenkapazitat, Datenzugang und Personal.
Wer die besten Modelle bauen will, braucht die gréBten Maschinen, die klligsten Képfe und das
feinste technische Know-how. Der Unterschied: Die USA setzen auf Geschwindigkeit und Skalie-
rung. Europa hingegen auf Regulierung - oft ohne industrielle Riickendeckung.

Die Folge: Europas Kl-Startups verlieren ihre Talente an die USA oder den Nahen Osten. Rechen-
leistung muss teuer von US-Cloudanbietern gemietet werden. Und wahrend sich die USA ein
Wettrennen um Superintelligenz liefern, verliert Europa in seiner eigenen Diskussion (iber ethi-
sche Kl den Anschluss an die technische Realitat. Es geht nicht mehr um Chatbots. Es geht um das
Fundament der digitalen Souveranitat. Wer in den nachsten flinf Jahren keine eigene Infrastruktur
und kein konkurrenzfahiges Modell aufbaut, wird zum Konsumenten fremder Intelligenzen. Und
das bedeutet: wirtschaftliche Abhangigkeit, politische Verwundbarkeit und ein struktureller Nach-
teil, der sich Uber Jahrzehnte ziehen kann.




THE BILLION DOLLAR BOYS




Cristiano Ronaldo hat erneut verlangert — nicht
bei Real oder Manchester, sondern bei Al-Nassr, ei-
nem saudischen Club, der langst mehr politisches
als sportliches Kalkil verfolgt. Medienberichten
zufolge soll der Portugiese fiir zwei weitere Jahre
rund 500 Millionen Euro erhalten. Inklusive Privat-
jet, Villa, Sicherheitsdienst, 16-kopfigem Personal,
Klubanteilen - und dem inoffiziellen Status eines
Staatsgasts auf Lebenszeit.

Doch wahrend sich der Ball im saudischen Wis-
tensand weiterdreht, investiert Mark Zuckerberg
zur selben Zeit dhnliche Summen - allerdings
nicht in Muskeln, sondern in Synapsen aus Sili-
zium. Der Meta-Chef hat jingst mehrere KI-Ent-
wickler mit Gesamtverglitungen im dreistelligen
Millionenbereich angeworben. Besonders viel
Aufsehen erregte der Wechsel eines Top-Inge-
nieurs von Apple zu Meta - laut Bloomberg mit
einem Paket von bis zu 200 Millionen Dollar. Und
mit Alexandr Wang holte Zuckerberg einen wei-
teren Superstar an Bord: den 28-jahrigen Griinder
des Startups Scale Al, das fiir die Dateninfrastruk-
tur zahlreicher KI-Systeme verantwortlich ist.

Der eine bringt Tore, der andere Modelle. Doch
wer bringt mehr Rendite?

Ronaldo steht fiir Sichtbarkeit, Soft Power, media-
le Reichweite - eine lkone im Trikot, ein Image-
booster fiir das Regime in Riad. Wang hingegen ist
einer der Architekten jener Systeme, die kilinftig
ganze Branchen restrukturieren werden: Sprach-
modelle, Automatisierung, Datenverarbeitung in
Echtzeit - technologische Grundlagen, die weit
Uber die Halbwertszeit eines Torjagers hinauswir-
ken.

Der Vergleich offenbart einen fundamentalen
Wandel: Nicht mehr Koérperkraft, sondern kogni-
tive Kontrolle ist die neue Wahrung im globalen
Wettbewerb. Und das zeigt sich auch in den Aus-
bildungspfaden. Alexandr Wang studierte am MIT
- Mathematik und Informatik —, brach sein Stu-
dium nach wenigen Semestern ab und griindete
Scale Al mit gerade einmal 19 Jahren. Er setzte
friih auf das, was inzwischen den strategischen
Kern jedes groBen Tech-Konzerns bildet: die Fa-
higkeit, Trainingsdaten zu organisieren, Modelle
effizient zu skalieren und gleichzeitig die Pipeline
zu kontrollieren, durch die maschinelles Lernen
Uberhaupt erst funktioniert.

Wer heute an Stanford, am MIT, an der Carnegie
Mellon oder an der ETH Ziirich Maschinenlernen,
Statistik, neuronale Netzwerke oder Algorithmik
studiert — und sich gleichzeitig in Open-Source-
Communities oder KI-Wettbewerben profiliert
-, hat reale Chancen, morgen nicht nur dabei zu
sein, sondern mitzugestalten. Kl ist kein Spezia-
listenthema mehr, sondern der Maschinenraum
einer neuen wirtschaftlichen und politischen Ord-
nung.

Wahrend Ronaldo fiir zwei weitere Jahre Glanz
bringt, legen Entwickler wie Wang die Grundla-
ge fiir Jahrzehnte technischer und 6konomischer
Transformation. Was nach Science-Fiction klingt,
ist langst Realitat: Sprachmodelle wie GPT, Codie-
rungs-Kl, multimodale Systeme - sie verandern
nicht nur Berufe, sondern Geschaftsmodelle, Fiih-
rungsstrukturen, ganze Wertschépfungsketten.
Deshalb sollte man das 200-Millionen-Dollar-Ge-
haltspaket fiir einen KI-Entwickler nicht als Uber-
treibung, sondern als rationalen Ausdruck eines
Systemwandels lesen. FuBBballer kosten Geld, um
Spiele zu gewinnen. Kl-Architekten kosten Geld,
um Spielregeln zu schreiben.

Der neue Star lauft nicht mehr in Shorts tiber den
Platz - er sitzt im Hoodie vor dem Terminal. Und
wer ihn frih genug verpflichtet, der kann das
Spiel auf lange Sicht dominieren.

Die Welt wandelt sich — vom Korper zur Kognition,
vom Sport zur Simulation.

Wo friher Spielertrikots Millionen einbrachten,
entscheidet heute Code (iber Billionen. Und wah-
rend Ronaldo der Vergangenheit Glanz verleiht,
bauen KI-Genies wie Wang, LeCun oder Amodei
die Zukunft der globalen Okonomie — neuronaler,
datengetriebener, strategischer.

Das ist keine Abwertung des Sports. Sondern eine
Erinnerung daran, wo echte Gestaltungsmacht
liegt: Nicht auf dem Rasen - sondern auf den Ser-
verfarmen von Prometheus, Hyperion und Behe-
moth, den neuen Rechenzentren, die wie digitale
Titanen unsere Welt formen. Firr junge Talente
hei3t das: Der Weg zur Weltbihne flihrt heute
nicht mehr nur durch Stadien - sondern durch
Python, PyTorch, Reinforcement Learning und
neuronale Architekturen. Wer diese Sprachen be-
herrscht, gestaltet die Zukunft mit.




Gotter ante Portas. Die neuen
Titanen aus Stahl und Code.

von Lothar K. Doerr

Prometheus steht in Ohio. Hyperion in Louisiana.
Colossus erhebt sich in Memphis. Keine Marmor-
statuen, sondern Rechenzentren: kilometerlange
Serverhallen, belliftet von Zeltanlagen, gespeist
von Gaskraftwerken, betrieben mit Hunderttau-
senden Chips — gebaut flir ein neues Zeitalter:
das der Superintelligenz.

In der Antike trugen Gotter Ordnung, Macht und
Mythos. Heute sind es Tech-Konzerne, die sich
ihrer Namen bedienen - nicht zufallig, sondern
kalkuliert. Meta nennt seine KI-Cluster ,Prome-
theus” und ,Hyperion”, Elon Musk bevorzugt ,Co-
lossus”, AMD arbeitet mit ,Gaia“, ein dezentrales
Netzwerk nennt sich ,GaiaNet”. Die Sprache ist
symbolisch aufgeladen, bewusst gewahlt — und
hochwirksam.

+Rechenzentrum Frankfurt 3-Sid” klingt nach
Verwaltung. ,Hyperion” nach Monolith, Marvel,
Macht. Mythologische Namen schaffen Aufmerk-
samkeit, Wiedererkennbarkeit, emotionale Uber-
héhung. Sie sind Markensprache - und eine psy-
chologische Verschiebung: von Technologie zur
Erzdhlung.

Dabei steckt ein doppelter Boden in diesen Na-
men. Denn die antiken Gotter sind nicht nur
machtig - sie sind auch tragisch. Prometheus
wird gefoltert, Hyperion gestiirzt, lkarus stlrzt
ab. Die Techbranche kennt den Mythos - und
spielt mitihm.

Die Renaissance der Titanen

Prometheus, der Titan, der den Gottern das Feuer
stahl, wurde fir seinen Fortschrittssinn bestraft.
Heute ist er in der Techwelt Schutzheiliger des
Fortschritts: Er lberwindet Grenzen, bringt Licht,
entziindet Erkenntnis aus Code. Dass Zuckerberg
seinen neuen Kl-Cluster ,Prometheus” nennt, ist
alles andere als ironiefrei. Denn auch Meta spielt
mit dem Feuer — mit Sprachmodellen, die nicht
nur Texte generieren, sondern Stimmen, Ent-
scheidungen, digitale Agenten. Die Botschaft:
Wir holen uns das gottliche Wissen — mit allen Ri-
siken. Aber im Dienst der Menschheit.

Hyperion, Vater der Sonne, Titan des Lichts, passt
da gut ins Raster: ein System, das Datenfliisse ka-
nalisiert, neuronale Netze trainiert, ,halluziniert”,
lernt. Es ist Licht im Sinne von Erkenntnis. Und
Licht im Sinne von Infrastruktur — erzeugt in Giga-
wattdimensionen.

Das ist kein asthetisches Spiel. Es ist symbolische
Strategie. Wer seine Systeme nicht ,Cluster 5b”
nennt, sondern ,Prometheus”, schreibt sich ein
in eine Erzahlung — groBer als Technik, tiefer als
Architektur. In einer Welt, in der Technologie abs-
trakt, unsichtbar, erklarungsbedirftig ist, liefern
Gotternamen narrative Platzhalter: fiir das Unbe-
greifliche, das sich dennoch verkaufen lasst. Denn
diese Maschinen ,denken”, komponieren, schrei-
ben, entwerfen. Und wie jede Religion brauchen
auch die neuen Gotter ihre Tempel. Diese Tempel
stehen nicht auf dem Olymp, sondern in den fla-
chen Ebenen des amerikanischen Mittleren Wes-
tens — dort, wo Strom billig ist und Land unend-
lich.

Vom Mythos zur Hybris

Doch kein Mythos ohne Mahnung. Prometheus
wird gefesselt. Ikarus stiirzt. Die Titanen werden
entmachtet. Auch das steckt in den Namen - ein
Flackern von Tragik hinter der Macht. Vielleicht
ahnen es Zuckerberg, Musk und andere: Dass ihre
Maschinen nicht nur Wissen schaffen, sondern
Verantwortung fordern. Dass sie Licht bringen -
aber in eine Welt, die dadurch nicht automatisch
heller wird.

Wahrend amerikanische Tech-Konzerne Titanen
heraufbeschworen, ringt Europa mit Begriffen
wie ,Datenschutz”, ,Regulierung”, ,Souveranitat”.
Richtig — aber blass. Wer Deutungshoheit tiber die
Zukunft will, braucht nicht nur Regeln, sondern
auch Erzahlungen. Nicht nur Kontrolle, sondern

kulturelle Kraft.

Die neue Produktionsmacht

Diese Zentren sind keine bloB8e Infrastruktur. Sie
sind die Werkstatten der neuen industriellen In-
telligenz. Hier werden Modelle trainiert, die bald
Produktionslinien steuern, Lieferketten optimie-
ren, Qualitatskontrolle automatisieren - nicht in
Stuttgart oder Linz, sondern in Serverhallen in
Ohio, betrieben von Meta, Microsoft oder xAl.



Zugleich verschiebt sich der
Standortfaktor. Nicht mehr nur
Energie ist entscheidend, son-
dern Rechenmacht. Und sie ist
ungleich verteilt. Wahrend die
USA Gigawatt-Farmen errich-
ten, diskutiert Europa. Wah-
rend dort Mythen entstehen,
fehlt hier oft das Narrativ. Die
Idee, die Sprache, das Selbst-
bewusstsein, mit dem man
nicht nur reagiert, sondern ge-
staltet.

Denn wer keinen eigenen Pro-
metheus hat, muss sich sein
Feuer leihen. Wer keine eige-
nen Gotter benennt, bleibt
Statistim Weltentwurfanderer.
Dabei wird die Zukunft nicht
nur in Werkhallen entschie-
den, sondern in neuronalen
Netzen, in digitalen Agenten,
in Serverparks, die aussehen
wie Industrieanlagen - aber in
Wirklichkeit Erzdahlmaschinen
sind.

Wenn Europa als Industrie-
standort  Uberleben  will,
braucht es mehr als Halblei-
ter-Fabriken. Es braucht eine
eigene Sprache. Technisch.
Politisch. Symbolisch. Und viel-
leicht auch mythologisch.

Wer spricht mit ihnen?

Wer kann sich einbringen, mit-
gestalten, verstehen - statt
nur zu konsumieren? Die Pro-
duktion der Zukunft wird nicht
allein in Werkhallen entstehen.
Sie wird in Modellen, Agen-
ten und digitalen Zwillingen
verwirklicht — trainiert in Ser-
verfarmen, die aussehen wie
Industrieanlagen, aber wirken
wie Erzdahlmaschinen.

Wenn wir als Industriestandort
Uberleben wollen, missen wir
unsere Sprache wiederfinden.
Technisch. Politisch. Symbo-
lisch. Und vielleicht auch my-
thologisch.
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DIE GROSSE LUCKE

Fiinf Jahre ist es her, dass die Enquete-Kommis-
sion des Deutschen Bundestags ihren Bericht
zur Kiinstlichen Intelligenz vorlegte — mit klaren
Empfehlungen: Informatik als Pflichtfach, KI-
Kompetenz als Bildungsziel, kritisches Denken
als Leitprinzip quer durch alle Facher. Die Absicht
war ehrgeizig, der Ton zukunftsgewandt. Man
wollte das Bildungssystem auf die digitale Trans-
formation vorbereiten, strukturell und inhaltlich.

Geblieben ist davon wenig. Bis heute gibt es
keine bundesweite Einfiihrung des Informatik-
unterrichts. Die Vermittlung von KI-Grundwissen
bleibt punktuell, meist projektbasiert und ab-
héngig vom Engagement einzelner Lehrkrafte.
Von einem padagogischen Konzept, das Schii-
ler beféhigt, mit lernenden Systemen reflektiert
umzugehen, ist kaum etwas zu sehen. Kritisches
Denken in Bezug auf Algorithmen, Datenmacht
und automatisierte Entscheidungen - ein Ziel,
das bislang kaum Eingang in den Unterricht ge-
funden hat.

Die Folgen reichen weit liber den Bildungsbe-
reich hinaus. Denn die Produktion der Zukunft
- vernetzt, adaptiv, zunehmend von KI-Systemen
gesteuert - wird auf ein Bildungssystem treffen,
das ihre Grundlagen nicht systematisch vermit-
telt. Wahrend andere Lander ihre Talente konse-
quent auf die Anforderungen der datengetrie-
benen Industrie vorbereiten, droht Deutschland,
zum Zuschauer des technologischen Wandels zu
werden.

Industriepolitisch ist das ein riskanter Stillstand.
Wer morgen mitgestalten will, muss heute aus-
bilden. Nicht nur Maschinen brauchen neue Be-
triebssysteme - auch das Denken.
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Beispiel: Die infpro Wertschopfungstage 2025 werden gesponsert von.....

MUSTERTECH GmbH

Die Mustertech GmbH steht seit tiber 30 Jahren
fur intelligente Losungen in der industriellen
Automation. Mit Giber 200 Mitarbeitenden an drei
Standorten entwickeln wir Technologien fir die
- Wertschépfung von morgen - effizient, nach-
M U ST E RT E CH .. haltig und zukunftssicher. Unser Fokus liegt auf
' digital integrierten Produktionsprozessen, Kl-ge-
stutzter Qualitatssicherung und resilienter Liefer-
kettentechnologie. Als Partner des Mittelstands
setzen wir auf Nahe, Dialog und Innovationskraft.

Mehr erfahren Sie auf unserer Webseite
www.mustertech.de

Prasentieren Sie Ihr Unternehmen im Magazin zu den infpro Wertschopfungstagen 2025 am 21. und
22. November in Berlin, Wartehalle.

Nutzen Sie die exklusive Moglichkeit, Inr Unternehmen in einer wichtigen und einflussreichen Ziel-
gruppe sichtbar zu machen - in einem hochwertigen Magazin, das anlasslich der infpro Wertschop-
fungstage 2025 erscheint. Mit einer limitierten Auflage von 500 Exemplaren erreicht das Magazin
gezielt Entscheider:innen aus Industrie, Forschung, Politik und Verbanden. Zusatzlich versenden wir es
an unsere Mitglieder bzw. stellen es als Download auf unserer Webseite zur Verfligung.

Fir 500,00 € (netto) platzieren wir:
Ihr Firmenlogo

Ein Unternehmensportrat (bis 800 Zeichen)
Einen klickbaren Weblink (in der Online-Version)

Ideal fiir alle, die ihre Sichtbarkeit im Produktionsumfeld erh6hen und ihr Engagement fiir Wertschop-
fung, Innovation und Nachhaltigkeit sichtbar machen wollen.

Bei Interesse schreiben Sie uns unter: info@infpro.org. Wir stehen Ihen fiir weitere Fragen gerne zur
Verfligung.
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